Abstract—Accurate channel prediction is vital to address the channel aging issue in mobile communications with fast time-varying channels. Existing channel prediction schemes are generally based on the sequential signal processing, i.e., the channel in the next frame can only be sequentially predicted. Thus, the accuracy of channel prediction rapidly degrades with the evolution of frame due to the error propagation problem in the sequential operation. To overcome this challenging problem, we propose a transformer-based parallel channel prediction scheme to predict future channels in parallel. Specifically, we first formulate the channel prediction problem as a parallel channel mapping problem, which predicts the channels in next several frames in parallel. Then, inspired by the recently proposed parallel vector mapping model named transformer, a transformer-based parallel channel prediction scheme is proposed to solve this formulated problem. Relying on the attention mechanism in machine learning, the transformer-based scheme naturally enables parallel signal processing to avoid the error propagation problem. The transformer can also adaptively assign more weights and resources to the more relevant historical channels to facilitate accurate prediction for future channels. Moreover, we propose a pilot-to-precoder (P2P) prediction scheme that incorporates the transformer-based parallel channel prediction as well as pilot-based channel estimation and precoding. In this way, the dedicated channel estimation and precoding can be avoided to reduce the signal processing complexity. Finally, simulation results verify that the proposed schemes are able to achieve a negligible sum-rate performance loss for practical 5G systems in mobile scenarios.
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I. INTRODUCTION

MILLIMETER-WAVE (mmWave) massive multiple-input multiple-output (MIMO) has been a key technique for the fifth-generation (5G) wireless communications [1]. Equipped with an array with a large number of antennas, massive MIMO can achieve orders of magnitude increase in the achievable sum-rate [2] through different advanced precoding designs [3]. In fact, effective real-time precoding highly depends on the quality of the estimated instantaneous channel state information (CSI). According to the 5G standard [4], each frame in the time-division duplex (TDD) mode contains multiple slots, and the instantaneous CSI is estimated only in the first slot of each frame by using the predefined sounding reference signal (SRS). Then, the subsequent slots within the same frame can only utilize the estimated channel in the first slot for the precoding design.

Since the channel coherence time is inversely proportional to the carrier frequency and user speed, it is possible that the channel coherence time [5] is shorter than the channel estimation period, i.e., the SRS period [4], in mobile scenarios. For example, when the carrier frequency of 28 GHz and the user speed of 60 km/h, the channel coherence time is roughly 0.32 ms, while the smallest SRS period is 0.625 ms according to the 3GPP standard [4]. In such a typical scenario, the actual channels for the second half of the slots in the same frame are likely to have significant changes. This phenomenon is known as channel aging [6], which could result in about 30% achievable sum-rate performance loss with the user speed of 60 km/h [7]. Consequently, channel aging is an essential issue that has to be addressed for mmWave MIMO in mobile scenarios.

A. Prior Works

To alleviate the performance loss caused by channel aging, channel prediction techniques have been extensively studied to predict the future channel by exploiting the temporal correlation between the historical CSI and the future channel [7]–[15]. Specifically, the channel prediction techniques are utilized to predict channels in the next several frames. Since the second half of the slots in the current frame are in the channel coherence time of the predicted channel in the next frame, these slots could perform precoding design according to the predicted channel in the next frame. Furthermore, due to the significant baseband processing delay, which aggravates the channel aging issue, the prediction of the future channels in the next several frames is required. The existing channel prediction methods could be generally divided into two categories, i.e., the model-based methods and the neural network-based methods.

For the model-based methods [7]–[11], several models have been considered to characterize the time-varying channels with
a set of filter parameters, such as the linear extrapolation model [7], [8], the sum-of-sinoids model [9], and the autoregressive (AR) model [10], [11]. Unfortunately, due to the multi-path effect and the Doppler effect, practical channels usually evolve over time complicately, which makes the existing channel prediction models difficult to match the actual channel.

To this end, neural network-based channel prediction methods have been recently proposed to train a neural network to flexibly match the actual channel in a data-driven way [12]–[15]. Specifically, in [12], the fully-connected neural networks (FCN) were trained to predict the future channel by learning the channel characteristics from the input of historical channels. Whereas, due to the high-dimensional input channels in previous frames, training such an FCN can be intractable. To avoid the high-dimensional input, [13]–[15] employed recurrent neural networks (RNN) to iteratively input historical channels in chronological order.

Nonetheless, the existing neural network-based methods can only predict the channel in the first future frame according to the historical channels in previous frames. As a result, to predict the channel in the second future frame, the predicted channel in the first future frame together with the historical channels have to be jointly served as the input of the trained RNN model for the next prediction. By this means, the future channels in the next several frames can only be predicted one by one over time. This procedure is called sequential channel prediction in this paper, which has been widely considered in existing works [7]–[15].

However, due to the sequential prediction of existing neural network-based methods, the error of channel prediction could be rapidly accumulated and becomes serious with the evolution of frame, which is termed as prediction error propagation. In fact, the prediction error propagation problem caused by sequential prediction seriously degrades the achievable sum-rate performance of existing neural network-based schemes, particularly in mobile mmWave communications. Whereas, to the best of our knowledge, the important channel prediction error propagation problem has not been well studied in the literature.

B. Our Contributions

To avoid the achievable sum-rate loss caused by the error propagation problem, unlike the existing sequential channel prediction schemes, we propose a transformer-based parallel channel prediction scheme by processing historical channels and predicting future channels in parallel\(^1\). Specifically, the contributions of this paper can be summarized as follows.

- Unlike the classical sequential channel prediction schemes that predict the future channels one by one consecutively, we formulate the channel prediction problem as a parallel channel mapping problem to predict future channels simultaneously. Specifically, the historical channels from past several frames are processed jointly and the future channels in next several frames are predicted at once. In this way, future channels in next several frames can be predicted in parallel, and thus the channel prediction error propagation can be avoided.

- To solve the above parallel channel mapping problem, inspired by the recently proposed parallel vector mapping model named transformer in the field of natural language processing [16], we propose a transformer-based parallel channel prediction scheme in this paper. Specifically, the most important module of the transformer model is the attention mechanism, which is able to establish a parallel mapping between the historical CSI and future channels by simple matrix multiplication. Thus, error propagation does not exist in the proposed problem formulation. Furthermore, as a weighting operation, the attention mechanism can adaptively assign more weights and resources to the historical CSI that are more helpful for predicting future channels. By taking advantage of the above two factors, the transformer-based channel prediction scheme can accurately predict future time-varying channels.

- Finally, we further extend the proposed transformer-based channel prediction scheme to a pilot-to-precoder (P2P) prediction scheme. Specifically, we observe that the inputs of the transformer-based channel prediction model require complicated channel estimation in previous frames, while the output predicted channels have to be utilized for designing future precoders. The channel estimation and precoding design may result in very high computational complexity. As a remedy, P2P prediction can utilize the transformer-based model to jointly perform channel estimation, channel prediction, and precoding by using a single model. This is achieved by replacing the input historical CSI and output predicted channels with the historical received pilots and the predicted precoders in the transformer-based channel prediction model, respectively. In this way, the explicit channel estimation and precoding design do not exist in the P2P prediction, and the associated signal processing complexity can be avoided.

C. Organization and Notation

**Organization:** The rest of the paper is organized as follows. In Section II, the system model of mmWave massive MIMO is introduced. The problem of parallel channel prediction mapping is formulated in Section III. Then, we elaborate on the proposed transformer-based parallel channel prediction scheme in Section IV, including the framework of the offline training and the online prediction. After that, we further discuss the transformer-based pilot-to-precoder prediction scheme in Section V. Simulation results are provided to verify the advantages of the proposed schemes in Section VI. Finally, conclusions are drawn in Section VII.

**Notation:** We denote the column vectors and matrices by boldface lower-case and upper-case letters, respectively; \(\mathbb{R}^n\) and \(\mathbb{C}^n\) denote the \(n\)-dimension real number and complex number, respectively; \((\cdot)^T\), \((\cdot)^H\), \((\cdot)^{-1}\), \([\cdot]\), and \(||\cdot||\) denote the transpose, conjugate transpose, inverse, determinant, and \(l_2\)-norm of a matrix, respectively; \(\mathbb{E}\{\cdot\}\) denotes the statistical

\(^1\)Simulation codes are provided to reproduce the results presented in this paper: http://oa.ee.tsinghua.edu.cn/dailinglong/publications/publications.html
lower triangular element being the real and imaginary parts of a matrix, respectively;
\[ \text{tril}(x) \] denotes the probability density function of uniform distribution
channel prediction in this paper.

This slot-level channel prediction of the channel in each slot is necessary. This slot-level prediction can be realized by utilizing orthogonal pilot sequences between users.

While the results of this paper could be easily extended to multi-user scenarios, the scenario where the channel changes within a single slot, the results of this paper could be easily extended to multi-user scenarios.

3For the scenario where the channel changes within a single slot, the channel remains time-invariant in each slot and changes from slot to slot. As shown in Fig. 2, the N0 slots could be divided into three phases, i.e., the uplink channel estimation phase, the uplink data transmission phase, and the downlink data transmission phase. Furthermore, we assume that the channel is block fading, where the channel remains time-invariant in each slot and changes from slot to slot [18], [19].

It is well known that the mmWave channel is sparse, since the mmWave propagation environment exhibits a limited number of scattering clusters [20]. Thus, the widely used geometric Saleh-Valenzuela channel model [17] is adopted for describing the mmWave channel. Under this model, the channel from the user to the BS in the t-th frame can be expressed as

\[
H(t) = \sum_{l=1}^{L} \alpha_l e^{-j2\pi f_l t T_s} a_{\text{BS}}(\phi_{\text{BS},l}) a_{\text{user}}^H(\phi_{\text{user},l}),
\]

where L is the number of propagation paths; T_s is the period of the frame, which equals the SRS period; \( \alpha_l \), \( f_l \), \( \phi_{\text{BS},l} \), and \( \phi_{\text{user},l} \) denote the complex gain, carrier frequency, azimuth angle of arrival (AoA), and azimuth angle of departure (AoD) of the l-th path, respectively. Note that the time-varying channel is mainly caused by the Doppler effect, while the AoA and AoD are time-invariant. This is because the time scale of the frames in the 3GPP standard is in the order of tens of milliseconds [4]. Furthermore, it has been experimentally verified that during such a time scale, the AoA and AoD can be approximately regarded as unchanged [21], [22]. In this paper, we consider the uniform linear arrays (ULAs). Without loss of generality and for ease of presentation, we neglect the subscripts of \( \phi_{\text{BS},l} \) and \( \phi_{\text{user},l} \). Then, the array steering vector \( a_{\text{BS}}(\phi) \) and \( a_{\text{user}}(\phi) \) can be presented by

\[
a_{\text{BS}}(\phi) = \frac{1}{\sqrt{N_{\text{BS}}}} \left[ 1, e^{j2\pi d \sin(\phi)}, \ldots, e^{j(N_{\text{BS}}-1)2\pi d \sin(\phi)} \right]^T,
\]

and

\[
a_{\text{user}}(\phi) = \frac{1}{\sqrt{M}} \left[ 1, e^{j2\pi d \sin(\phi)}, \ldots, e^{j(M-1)2\pi d \sin(\phi)} \right]^T,
\]

where d is the antenna spacing and \( \lambda \) is the wavelength of the carrier wave.

As shown in Fig. 2, to obtain the channel at the BS, the uplink channel estimation phase is carried out in the first slot by acquiring the uplink training pilot signals sent by the user. Then, the subsequent N0 slots are assigned to support the uplink and the downlink data transmissions.

III. PROBLEM FORMULATION OF CHANNEL PREDICTION

In this section, we first introduce the signal model of TDD mode. Then, the channel aging issue is illustrated, and the parallel channel mapping problem is formulated to alleviate the channel aging.

A. TDD Signal Model

In TDD mode, for the uplink channel estimation, the user is required to transmit the pilot sequence to the BS. In this paper, the widely used orthogonal pilot transmission strategy is adopted, i.e., the pilot sequence assigned to different antennas is orthogonal to each other, which makes the channel estimation for each user antenna independent [5]. Then, without considering user mobility, the received q-th pilot signal \( y_q \in \mathbb{C}^{N_t F \times 1} \) is written as

\[
y_q = A_q H s_q + A_q n_q, \quad q = 1, 2, \cdots, Q,
\]

In this paper, we consider a massive MIMO system in the TDD mode, while the methods of this paper could be easily extended to the frequency division duplexing (FDD) mode.
where $A_q \in \mathbb{C}^{N_{RF} \times N_{BS}}$ is the BS analog combiner matrix at the $q$-th pilot signal, $H \in \mathbb{C}^{N_{BS} \times M}$ denotes the channel matrix without the Doppler effect, $s_q \in \mathbb{C}^{M \times 1}$ represents the $q$-th transmitted pilot signal, $n_q \in \mathbb{C}^{N_{BS} \times 1}$ is the zero-mean additive white Gaussian noise (AWGN) with noise power $\sigma_n^2$, and $Q$ is the length of the pilot sequence.

For the design of the combiner matrix $A_q$, we utilize the discrete Fourier transform (DFT) codebook-based analog combiner matrix design method [23], in which each codeword in the DFT codebook is orthogonal to each other and corresponds to a beam directing on the desired AOA. All the codewords in the pre-defined DFT codebook could cover the entire range of AoA and AoD of a user are negligible in tens of milliseconds, the optimal analog combiner matrix is to the estimated channel. First, we vectorize the received signal matrix $Y$ as follows:

$$Y = AH + AN = H_eS + AN,$$  \hspace{2cm} (5)

where $S = \{s_1, s_2, \ldots, s_Q\} \in \mathbb{C}^{M \times Q}$ is the training pilot matrix for $M$ antennas and each row of $S$ is orthogonal to other rows, $N = \{n_1, n_2, \ldots, n_Q\}$ is the AWGN noise, and $H_e = AH \in \mathbb{C}^{N_{RF} \times M}$ is the effective channel matrix.

According to (5), the effective channel matrix $H_e$ could be recovered given $Y$ and $S$. In the following, we adopt the classical least square (LS) and the minimum mean square error (MMSE) channel estimation methods [1] to estimate the effective channel. First, we vectorize the received signal $Y$ as follows:

$$\text{vec}(Y) = (S^T \otimes I_{N_{RF}}) \text{vec}(H_e) + \text{vec}(N_e).$$  \hspace{2cm} (6)

Let $\hat{H}^\text{LS}$ and $\hat{H}^{\text{MMSE}}$ denote the LS and MMSE estimators of $H_e$, respectively. Then, the vectorization of LS and MMSE estimations are given by

$$\text{vec}(\hat{H}^\text{LS}) = (S^T \otimes I_{N_{RF}})^{-1}\text{vec}(Y),$$  \hspace{2cm} (7)

$$\text{vec}(\hat{H}^{\text{MMSE}}) = R_H(R_H + \frac{\sigma_n^2}{\sigma_2^2} I_{N_{RF}M})^{-1}\text{vec}(\hat{H}^\text{LS}),$$  \hspace{2cm} (8)

respectively, where $R_H = \mathbb{E}\{\text{vec}(H_e)\text{vec}(H_e)^H\}$ is the auto-covariance matrix of the effective channel, $\sigma_2^2$ and $\sigma_n^2$ are the noise power and the pilot power, respectively. According to the estimated $\hat{H}^\text{LS}$ or $\hat{H}^{\text{MMSE}}$, the achievable sum-rate for the user in the downlink data transmission is calculated when Gaussian symbols are transmitted over the mmWave channel [24] that is written as

$$R = \mathbb{E}_H \left[ \log_2 |I_M + \frac{\rho}{M\sigma_n^2} D H_e H_e^H D^H| \right],$$  \hspace{2cm} (9)

where $\rho$ is the average transmitted power at the BS and we assume $\rho = 1$ without loss of generality; $D$ is the precoder matrix adopted in the BS, which could be designed by the classical zero-forcing (ZF) algorithm [2] according to the estimated channel $\hat{H}_e$ using the LS or the MMSE method. Note that, the achievable sum-rate obtained in (9) is actually obtained by assuming that an optimal combiner calculated according to the perfect channel is employed in UE, which decouples the design of the precoding and combining [17] and focuses on the design of the precoding. This is also an important insight into the proposed P2P prediction, which directly predicts the future precoders by maximizing the future achievable sum-rate. The precoder matrix $D$ could be computed as:

$$D = (\hat{H}_e^H H_e)^{-1}\hat{H}_e^H.$$  \hspace{2cm} (10)

B. Problem Formulation

In the current 3GPP standard, the precoder matrix $D$ can achieve a satisfactory achievable sum-rate performance in stationary scenarios. By contrast, in the mobility scenarios, due to the Doppler effect in the time-varying channel (1), except for the first slot, the actual channels of other slots could be significantly different from the acquired channel $\hat{H}_e$ and thus the sum-rate achieved by precoder $D$ is severely eroded, especially for the mmWave communications. Specifically, according to [24], the channel coherence time $T_c$ is defined as the time during which the channel can be reasonably well viewed as time-invariant, which is inversely proportional to the frequency and the user speed, i.e.,

$$T_c \approx \frac{0.5c}{vf} = \frac{0.5\lambda}{v},$$  \hspace{2cm} (11)

where $v$ is the user speed and $f$ is the mmWave carrier frequency. Note that the channel coherence time is a rough estimation, which is used to describe the strength of the Doppler effect.\(^5\) The faster the user speed, the stronger the Doppler effect, and the smaller the channel coherence time. As shown in Fig. 2, the length of channel coherence time could be shorter than the period of the frame period (the SRS period) [4] in mmWave scenarios, i.e., $T_c < T_s$. For example, in the typical case with the carrier frequency of 28 GHz in the mmWave frequency band and the user speed of 60 km/h, according to (11) the channel coherence time is roughly $T_c \approx 0.32$ ms, while the least SRS period is $T_s = 0.625$ ms [4].

Due to the extremely short channel coherence time, a severe channel aging issue is introduced inevitably. Since the channel is expected to vary rapidly over time due to the user mobility, using the channel estimated at the first slot for the remaining slots would cause a substantial loss of the achievable sum-rate. Besides, the baseband processing delay also aggravates the channel aging issue [6].

Recently, some channel prediction techniques have been proposed to address the aforementioned issues by exploiting the temporal correlation of time-varying channels [7]–[15]. Existing model-based channel prediction could be used to

\(^5\)In particular, for the generally considered Jakes model, the channel coherence time is defined as $T_c = \frac{0.25c}{v}$ [5].

\(^6\)Since the OFDM symbol period is the inverse of the subcarrier spacing, the larger subcarrier spacing leads to smaller slot lengths. In the 5G standard, the 0.625 ms SRS period includes 5 slots when subcarrier spacing is 120 kHz or 10 slots when subcarrier spacing is 240 kHz.
characterize the time-varying channels. However, the considered channel prediction models in [7]–[11] were only suitable for low-frequency scenarios and difficult to match the complicated and fast changes of the actual channels in high-frequency. To match the fast time-varying channel, neural network-based methods (FCN-based and RNN-based) learn the changes of actual channels by utilizing machine learning [11]–[15]. However, the existing neural network-based methods serially predict the future channels as shown in Fig. 3(a), which suffer from performance loss due to the prediction error propagation problem.

Unlike the existing sequential channel prediction schemes, we formulate the channel prediction problem as a parallel channel mapping problem. Specifically, we adopt the estimated historical channels from the past $P$ frames to predict the future channels in next $L$ consecutive frames simultaneously, as shown in Fig. 3(b). The parallel channel mapping problem can be formulated as

$$\min_{\Theta} \mathcal{L} (\Theta) = \mathbb{E} \left\{ \sum_{t=1}^{L} \frac{\| \hat{H}_p^{(t+1)} - \hat{H}_p^{(t+1)} \|^2}{\| \hat{H}_p^{(t)} \|^2} \right\}, \quad (12a)$$

subject to \( \hat{H}_p^{(t+1)}, \ldots, \hat{H}_p^{(T+L)} = f_{\Theta} (\hat{H}_e^{(T-P+1)}, \ldots, \hat{H}_e^{(T)}), \quad (12b) \)

where \( f_{\Theta} (\cdot) \) is the proposed parallel mapping model; \( \Theta \) is the set of model parameters; \( \hat{H}_e^{(t)} \) is the actual effective channel at the first slot of the \( t \)-th frame; \( \hat{H}_p^{(t)} \) is the predicted effective channel; \( \hat{H}_e^{(t)} \) is the estimated effective channel. Note that the normalized MSE (NMSE) loss function is utilized as the minimization target. On the one hand, the normalized loss could produce a steady gradient rather than an oscillating minimization target. On the other hand, for the evaluation of channel prediction performance, the NMSE is a better metric than MSE. The MSE can be affected by the amplitude of the channel, while the normalized MSE could eliminate this effect by normalizing. Once the channels in the future frames are accurately predicted, the precoder matrix of the \( n \)-th slot at the \( t \)-th frame can thus be designed according to the predicted \( \hat{H}_p^{(t)} \) or \( \hat{H}_p^{(t+1)} \). For instance, for the \( t \)-th frame, the precoder matrix of the \( n \)-th slot can be designed based on the predicted channel \( \hat{H}_p^{(t)} \) if \( 0 < n < N_a/2 \) or be designed based on the predicted channel \( \hat{H}_p^{(t+1)} \) if \( N_a/2 < n < N_a \). Since these slots are in the channel coherence time of \( \hat{H}_p^{(t)} \) or \( \hat{H}_p^{(t+1)} \), the loss of achievable sum-rate caused by the channel aging issue is expected to be mitigated.

IV. TRANSFORMER-BASED PARALLEL CHANNEL PREDICTION

In this section, to alleviate the sum-rate performance loss caused by the widely adopted sequential channel prediction, we propose a transformer-based parallel channel prediction scheme to avoid the prediction error propagation. At first, we introduce the framework of the proposed transformer-based scheme. Then, the structure of the transformer model is elaborated. Finally, the computational complexity analysis is provided.

A. Transformer-Based Parallel Channel Prediction Framework

The aim of channel prediction is to design the mapping function \( f_{\Theta} (\cdot) \) in (12b), while in this paper, we propose a transformer-based model to design the mapping function. The framework of the proposed transformer-based parallel channel prediction scheme consists of two phases, i.e., offline training and online prediction. For the offline training phase, a supervised learning algorithm is applied to train the transformer model according to (12a). To start with, the \( L \)-step actual channel labels in the next \( L \) frames and the past \( P \)-step estimated historical channels from the previous \( P \) frames are required, which could be obtained by generating a simulation dataset based on some acknowledged channel models, e.g., 5G channel models [25].

According to the generated antenna-domain channel dataset \( \mathcal{H} \), we first sample the channels \( \{ \hat{H}_a^{(T-P+1)}, \ldots, \hat{H}_a^{(T+L)} \} \) as a training sample, which includes contiguous \( P+L \) antenna-domain channels and these \( P+L \) channels are sampled every other frame in the time domain. Next, by multiplying the DFT matrix \( U_a^H \) with the antenna-domain channel \( \hat{H} \) and considering the actual noise, each antenna-domain channel \( \hat{H}_a \) is transformed into an angle-domain channel \( \hat{H}_a \), which could be written as

$$\hat{H}_a = U_a^H \hat{H} + U_a^H N_a, \quad (13)$$

where \( U_a = [\hat{a}_{BS}(\phi_1), \cdots, \hat{a}_{BS}(\phi_{N_{BS}})] \in \mathbb{C}^{N_{BS} \times N_{BS}} \) is the spatial discrete DFT matrix and \( \phi_n = \arcsin (\frac{2n}{N_a} - 1) \) with \( n = 1, 2, \cdots, N_{BS} \) are the \( N_{BS} \) spatial
directions pre-defined by the DFT codebook. Since the limitation of the number of RF chains in the hybrid precoding architecture, only the $N_{RF}$ codewords are selected to perform analog combining. Specifically, based on the angle-domain channel $H_a$, we could obtain the index of the strongest spatial directions $n_i$ ($i = 1, \cdots, N_{RF}$) as follows:

$$n_i = \arg \max_{n \in \mathcal{N}/N_i} \| H_a[n_i] \|_2, \quad i = 1, \cdots, N_{RF},$$

(14)

where $\mathcal{N} = \{1, \cdots, N_{BS}\}$ and $N_i = \{n_1, \cdots, n_{i-1}\}$. The corresponding columns of the DFT matrix constitute the analog combining matrix $A \in \mathbb{C}^{N_{RF} \times N_{BS}}$, i.e.,

$$A = [a_{BS}(\phi_{n_1}), \cdots, a_{BS}(\phi_{n_{N_{RF}}})]^T.$$  

(15)

Then, the effective channel $H_e$ could also be obtained by multiplying the analog combining matrix $A$ with the antenna-domain channel $H$ as shown in (5). The input of the transformer-based parallel channel prediction model $\{H_{e}(T-P+1), \cdots, H_{e}(T)\}$ could be obtained by (7) or (8). At the same time, the labels of the outputs of the transformer-based parallel channel prediction model are the actual effective channels $\{H_{e}(T+1), \cdots, H_{e}(T+L)\}$. Finally, we aim to minimize the classical normalized mean square error (NMSE) loss function shown in (12a) and the backpropagation (BP) algorithm [26] is used to calculate the gradient of the transformer model.

After training the transformer-based parallel channel prediction model, we deploy the well-trained model and implement the online prediction. For the online prediction, to predict the future effective channels $\{H_{e}(T+1), \cdots, H_{e}(T+L)\}$, we need to input the estimated historical channels $\{H_{e}(T-P+1), \cdots, H_{e}(T)\}$ in the previous $P$ frames. To obtain the estimated historical channels, unlike the offline training, which could use the mathematical formula (13)-(15) directly calculate $A$ according to the full CSI data $H$, for the online prediction, beam training is preferred due to an unacceptable overhead for estimating $H$ [27]. Specifically, to determine the analog combining matrix $A$ in BS, we first try to get the $N_{RF}$ spatial directions where the channel is strongest. For this purpose, the BS is required to sweep the entire beam space with the DFT codebook. After sweeping the beams, BS could determine the $N_{RF}$ spatial directions $\phi_{n_i}$ ($i = 1, \cdots, N_{RF}$) by choosing the $N_{RF}$ codewords with the strongest received power. Then, the analog combining matrix could be constituted by incorporating these codewords as shown in (15). Fortunately, since the changes of the AoA and AoD are negligible in tens of milliseconds, the strongest beams are supposed to remain unchanged in the contiguous $P + L$ frames. Thus, we can reasonably assume that the analog combining matrix $A$ holds when predicting the future channels. In the following sections, we elaborate on the details of the utilized mapping function in (12b), i.e., the transformer model.

Fig. 4. A sample of the channels in contiguous $P + L$ frames. The Matlab 5G toolbox [28] is used to generate these channel samples, where $v = 60\text{km/h}$ and the delay spread is set as $30\text{ns}$. The period of SRS is $625\text{ms}$. The highlighted part of $P$ channels could be used to facilitate channel prediction by utilizing the attention mechanism.

B. Attention Mechanism

Firstly, to make this paper self-contained, we provide a brief review of the most important module of the transformer model, termed the attention mechanism [16]. Essentially, the attention mechanism is a neural network module that can implement parallel signal weighting functions. Using an attention mechanism can greatly improve the performance of channel prediction for two reasons. First of all, different from serial data processing of the conventional RNN, which causes the prediction error propagation due to the sequential channel prediction, the attention mechanism can perform parallel signal processing. Thus, the CSI from the previous frames can be adopted jointly to predict the channels for the next several frames at once, avoiding any prediction error propagation.

On the other hand, there is another disadvantage of serial data processing, that is, it is easy to forget the early input data. By contrast, the attention mechanism can pay attention to the early input in a parallel manner. Specifically, the attention mechanism is a weighting mechanism [29], [30], such that the weights of the model to the historical channels can be adjusted adaptively to the most relevant past data for future channel prediction. At the same time, since the time-varying of the channel is caused by the Doppler effect, the channel itself has a long periodicity. As shown in Fig. 4, for the highlighted early historical channels that are most relevant to the future channels, the attention mechanism can automatically assign more weights to the early part such that the transformer model focuses its learning on them, thereby improving the accuracy of channel prediction. Consequently, as the core module of the transformer, the attention mechanism is well-suited for the problem of parallel channel prediction. Below we will introduce the realization of the attention mechanism in detail.

The basic structure of the attention mechanism is shown in Fig. 5. To realize the attention mechanism, the normalized attention matrix is introduced to characterize different degrees of attention to the input [31], [32]. The more important input parts are given larger weights and the final output is obtained.
Algorithm 1: Attention Mechanism

Inputs: \( X = [x_1, \cdots, x_n] \)
Outputs: \( O = [o_1, \cdots, o_n] \)
1. Key matrix: \( K = W^k X \)
2. Query matrix: \( Q = W^q X \)
3. Value matrix: \( V = W^v X \)
4. Attention matrix: \( E = \text{Softmax} \left( \frac{K^T Q}{\sqrt{d}} \right) \)
5. \( O = VE \)

Since the variance of the inner product between the key matrix and query matrix increases as the feature dimension of the key vector \( d \) increases, the result of the product is adjusted by \( \sqrt{d} \). Then, the softmax operation \( \text{Softmax}(x) = \frac{\exp(x_i)}{\sum \exp(x_j)} \) is applied to normalize each column of the matrix. It is worth noting that each column of the attention matrix is a probability vector whose elements are all non-negative and add up to one. If the key vector \( K[i,:] \) and the query vector \( Q[j,:] \) match better, then the corresponding attention weight \( E[i,j] \) would be larger. Thus, the output of the attention mechanism corresponding to \( l \)-th component could be denoted by the weighted sum of all inputs, written as

\[
o_l = \sum_i v_i E[i,l] = VE[i,l], \quad (19)
\]

where \( o_l \in \mathbb{R}^{m \times 1} \) is the \( l \)-th output by paying adaptive attention to the historical inputs according to the attention weight \( E[i,l] \). If the attention weight \( E[i,l] \) is larger, the corresponding value vector \( v_i \) will contribute more to the output.

Finally, the overall representation of the attention mechanism could be summarized as follows:

\[
O = W^r X \text{Softmax} \left( \frac{X^T W^k T W^q X}{\sqrt{d}} \right), \quad (20)
\]

in which \( O = [o_1, \cdots, o_n] \in \mathbb{R}^{m \times n} \). Note that the three different linear transformations \( W^k, W^q, \) and \( W^v \) could be realized by trainable FCN without applying the activation function. The procedure of the attention mechanism is summarized in Algorithm 1.

C. Encoder of Transformer Model

In this subsection, based on the attention mechanism introduced in Subsection IV-B, we present the proposed channel prediction scheme based on the transformer model. The overall architecture of the transformer model is shown in Fig. 6, which consists of two parts, i.e., an encoder and a decoder. Generally, the encoder is to remember and extract the historical CSI and refine the historical CSI as the channel features. Correspondingly, the decoder is to infer and forms the future frames by utilizing and recalling the features. Note that the attention mechanism introduced in the previous subsection is utilized in the encoder and the decoder simultaneously with a little modification, e.g., the mask-attention mechanism and the full-attention mechanism in Fig. 6.

For the encoder, the features of channels in previous frames are extracted to assist the prediction at the decoder.
Algorithm 2: Encoder for Proposed Transformer-Based Model

Inputs:
- Channels in previous \( P \) frames: \( \mathbf{H}_e = [\hat{h}_e^{(T-P+1)}, \ldots, \hat{h}_e^{(T)}] \).

Outputs:
- Extracted feature \( \mathbf{Y}_e \):
  1. Key matrix in encoder: \( \mathbf{K}_e = \mathbf{W}_k^e \mathbf{H}_e \)
  2. Query matrix in encoder: \( \mathbf{Q}_e = \mathbf{W}_q^e \mathbf{H}_e \)
  3. Value matrix in encoder: \( \mathbf{V}_e = \mathbf{W}_v^e \mathbf{H}_e \)
  4. Attention matrix in encoder: \( \mathbf{E}_e = \text{Softmax} \left( \frac{\mathbf{K}_e^T \mathbf{Q}_e}{\sqrt{d}} \right) \)
  5. Hidden variables of inputs: \( \mathbf{Z}_e = \text{LN} \left( \mathbf{H}_e + \mathbf{V}_e \text{Softmax} \left( \frac{\mathbf{K}_e^T \mathbf{Q}_e}{\sqrt{d}} \right) \right) \)
  6. \( \mathbf{Y}_e = \text{LN} \left( \mathbf{Z}_e + \text{FCN} \left( \mathbf{Z}_e \right) \right) \)

Fig. 6. The proposed transformer-based parallel channel prediction model.

The procedure of the encoder is shown in Algorithm 2. For the purpose of applying the attention mechanism, we first extract the real and imaginary parts of each estimated historical channel \( \hat{h}_e^{(t)} \), and then we vectorize and concatenate them into a vector \( \hat{h}_e^{(t)} \in \mathbb{R}^{2N_{RF} \times M} \) as follows:

\[
\hat{h}_e^{(t)} = [\text{vec}(\Re(\hat{h}_e^{(t)}))^T, \text{vec}(\Im(\hat{h}_e^{(t)}))^T]^T.
\]  

After that, similar to (17a)-(17c), the attention mechanism of the encoder generates key matrix \( \mathbf{K}_e \), query matrix \( \mathbf{Q}_e \), and value matrix \( \mathbf{V}_e \) by three different linear transformations according to the historical channels in previous \( P \) frames \( \mathbf{H}_e = [\hat{h}_e^{(T-P+1)}, \ldots, \hat{h}_e^{(T)}] \). Then, the attention matrix \( \mathbf{E}_e = \text{Softmax} \left( \frac{\mathbf{K}_e^T \mathbf{Q}_e}{\sqrt{d}} \right) \) is calculated.

Next, the output of the attention mechanism could be obtained by summing the value matrix according to the attention weights in the attention matrix. Moreover, to avoid the gradient vanishing problem caused by unstable data distribution [33], several classic methods to mitigate this problem are used in the encoder, such as residual connection [34] and layer normalization [35]. Thus, by taking residual connection and layer normalization into consideration, we can obtain hidden variables of inputs by adding the inputs and normalizing as

\[
\mathbf{Z}_e = \text{LN} \left( \mathbf{H}_e + \mathbf{V}_e \text{Softmax} \left( \frac{\mathbf{K}_e^T \mathbf{Q}_e}{\sqrt{d}} \right) \right),
\]

where \( \text{LN}(\mathbf{X}) = \frac{\mathbf{X} - \mu}{\delta + \epsilon} \) denotes the layer normalization operation, which is used to speed up training by normalizing the data into a standard normal distribution; and \( \mu_j \) and \( \delta_j \) present the expectation and variance of the \( \mathbf{X} \), respectively. Also, a small amount \( \epsilon \) is added to the denominators to avoid an ill-conditioned problem. Moreover, a two-layer FCN is considered to further extract and synthesize features of each historical input, which could be written as

\[
\mathbf{Y}_e = \text{LN} \left( \mathbf{Z}_e + \text{FCN}(\mathbf{Z}_e) \right),
\]

where \( \text{FCN}(\mathbf{X}) = \mathbf{W}_2 \text{ReLU}(\mathbf{W}_1 \mathbf{X} + \mathbf{b}_1) + \mathbf{b}_2 ; \mathbf{W}_1 \in \mathbb{R}^{2N_{RF} \times M} \times 2N_{RF} \) and \( \mathbf{b}_1 \in \mathbb{R}^{2N_{RF} \times 1} \) are the weight matrix and bias of \( i \)-th layer, respectively; and \( \text{ReLU}(x) = \max(0, x) \) is a non-linear activation function. The residual connection and layer normalization are considered again.

D. Decoder of Transformer Model

For the decoder, its target is to accurately predict the future channels in next several frames according to the features \( \mathbf{Y}_e \) extracted by the encoder. The specific procedure of the decoder is provided in Algorithm 3. Specifically, a \( G \)-step channel in previous \( G \) frames is firstly sampled as a start token of the decoder. The start token, as well as \( L \) zeros padding, are used as the decoder input. Then, the decoder aims to generate the predicted \( L \) long channels for the next \( L \) frames at the zeros padding position by measuring the attention weights with \( \mathbf{Y}_e \). After that, the specific generation process of the decoder will be described in detail.

First, similar to the attention mechanism used in encoder, the key matrix \( \mathbf{K}_d \), the query matrix \( \mathbf{Q}_d \), and the value matrix \( \mathbf{V}_d \) in the decoder are produced by three different linear transformations. Note that the input of the decoder \( \mathbf{H}_d = [\hat{h}_d^{(T-G+1)}, \ldots, \hat{h}_d^{(T)}, \mathbf{0}, \ldots, \mathbf{0}] \in \mathbb{R}^{2N_{RF} \times (G+L)} \) is consisted of a combination of the historical channels in previous \( G \) frames and \( L \) long zeros padding. Note that the \( L \) long zeros padding input could eventually be replaced by the predicted \( L \)-step channels. Limited by this parallel decoder, the input and output must be of the same size. The zero-padding is what we don’t expect, and we just fill them in to form a computable structure. Similar to (22), hidden variables of the decoder input could be obtained by considering the time-series information as follows:

\[
\mathbf{Z}_d = \text{LN} \left( \mathbf{H}_d + \mathbf{V}_d \text{Softmax} \left( \text{Mask} \left( \frac{\mathbf{K}_d^T \mathbf{Q}_d}{\sqrt{d}} \right) \right) \right).
\]
Algorithm 3: Decoder for Proposed Transformer-Based Model

Inputs:
- Extracted feature by encoder \( \mathbf{Y}_e \),
- \( \mathbf{T}_e(d) = [\mathbf{h}^{(T-G+1)}, \ldots, \mathbf{h}_d(T), 0, \ldots, 0] \);

Outputs:
- Predicted channels \( \mathbf{H} = [\mathbf{h}_{(T+1)}, \ldots, \mathbf{h}_{(T+L)}] \);

1. Key matrix in decoder: \( \mathbf{K}_d = \mathbf{W}_k^d \mathbf{T}_e(d) \);  
2. Query matrix in decoder: \( \mathbf{Q}_d = \mathbf{W}_q^d \mathbf{T}_e(d) \);  
3. Value matrix in decoder: \( \mathbf{V}_d = \mathbf{W}_v^d \mathbf{T}_e(d) \);  
4. Attention matrix in decoder: \( \mathbf{E}_d = \text{Softmax}(\mathbf{M} \mathbf{K}_d \mathbf{Q}_d) \);  
5. \( \mathbf{Z}_d = \text{LN}(\mathbf{E}_d + \mathbf{V}_d \mathbf{T}_e(d)) \);  
6. \( \mathbf{Q} = \mathbf{W}_v^d \mathbf{Z}_d \);  
7. \( \mathbf{K} = \mathbf{W}_v^d \mathbf{Y}_e(d) \), \( \mathbf{V} = \mathbf{W}_v^d \mathbf{Y}_e(d) \);  
8. Full-attention matrix between encoder and decoder: \( \mathbf{E} = \text{Softmax}(\mathbf{K} \mathbf{Q}) \);  
9. \( \mathbf{Z} = \text{LN}([\mathbf{Z}_d] + \mathbf{V} \mathbf{E}) \);  
10. \( \mathbf{H} = \text{LN}([\mathbf{Z} + \text{FCN}(\mathbf{Z})]) \);  
11. \( \mathbf{T}_d = [\mathbf{h}_{(T+1)}, \ldots, \mathbf{h}_{(T+L)}] \) by extracting last \( L \) columns of \( \mathbf{H} \).

The attention weights are zeros for the first operation is used to shield the effect caused by zero-padding.

Next, based on \( \mathbf{Z}_d \) calculated at the decoder and \( \mathbf{Y}_e \) calculated at the encoder, a full-attention mechanism between the encoder and the decoder is carried out, which aims to fully utilize the historical information by paying attention to the features provided by the encoder. For example, a sample obtained by the sampling of \( P + L \) channels is shown in Fig. 4. The highlighted part in \( P \) historical channels could be observed to be a perfect match with the \( L \) channels we aim to predict. To pay more attention to the highlighted part, the larger weights are expected to be assigned to the highlighted part when we predict the \( L \) future channels. Specifically, another three linear transformations are applied to \( \mathbf{Y}_e \) and \( \mathbf{Z}_d \), respectively. A little different from mask-attention, the key matrix \( \mathbf{K} \) and value matrix \( \mathbf{V} \) are calculated by feature \( \mathbf{Y}_e \) extracted by encoder while the query matrix \( \mathbf{Q} \) is calculated by the hidden variable \( \mathbf{Z}_d \) of the decoder.

Following, the attention matrix is acquired by \( \mathbf{E} = \text{Softmax}(\mathbf{K} \mathbf{Q}) \), where \( \mathbf{E}[i, j] \) denotes the attention weight of the \( \mathbf{Z}_d[i; j] \) to \( \mathbf{Y}_e[i; i] \). Each output of the full-attention mechanism could establish the relationship with the feature \( \mathbf{Y}_e \) by multiplying the value matrix \( \mathbf{V} \) with attention matrix \( \mathbf{E} \). Based on the parallel full-attention mechanism, each future channel could naturally correlate with channels in previous frames. Then, the predicted channels in next \( L \) frames could be obtained by

\[
\mathbf{Z} = \text{LN}(\mathbf{Z}_d + \mathbf{V} \text{Softmax}(\frac{\mathbf{K}^T \mathbf{Q}}{\sqrt{d}})),
\]

(26)

\[
\mathbf{H} = \text{LN}(\mathbf{Z} + \text{FCN}(\mathbf{Z})),
\]

(27)

where \( \mathbf{H} = [\mathbf{h}_p^{(T-G+1)}, \ldots, \mathbf{h}_p^{(T)}, \mathbf{h}_p^{(T+1)}, \ldots, \mathbf{h}_p^{(T+L)}] \in \mathbb{R}^{2NRF \times (G+L)} \), FCN(\( \mathbf{X} \)) = \( \mathbf{W}_q^p \text{ReLU}(\mathbf{W}_d^p \mathbf{X} + \mathbf{b}_d^p) + \mathbf{b}_q^p \), and \( \mathbf{W}_d^p \in \mathbb{R}^{2NRF \times 2NRF} \) and \( \mathbf{b}_d^p \in \mathbb{R}^{2NRF} \) are the weight matrix and the bias of \( i \)-th layer, respectively. Compared to the decoder input \( \mathbf{Y} \), the zeros padding position is covered by the generative predicted channels. So, we could extract the last \( L \) columns of \( \mathbf{H} \) to obtain the expected channels in next \( L \) frames, i.e., \( \mathbf{T}_d = [\mathbf{h}_{(T+1)}, \ldots, \mathbf{h}_{(T+L)}] \in \mathbb{R}^{2NRF \times L} \). The matrix form of the effective channel could be obtained by real-to-complex (R2C) and de-vectorization operations as follows:

\[
\mathbf{H}_p^{(t)} = \text{dvec}(\text{R2C}(\mathbf{h}_p^{(t)})), \ t = T + 1, \ldots, T + L.
\]

(28)

Finally, we use the NMSE loss function in (12a) on prediction w.r.t. the target actual channels in next \( L \) frames and use the BP algorithm [26] to update the encoder and decoder of the transformer model. To make the concepts of the proposed transformer-based model clearer, the concepts are summarized in Table I.

<table>
<thead>
<tr>
<th>Concepts of the transformer model</th>
<th>Notations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input of the online/dec decoder</td>
<td>( H_e / H_d )</td>
</tr>
<tr>
<td>Key matrix in online/dec decoder</td>
<td>( K_e / K_d )</td>
</tr>
<tr>
<td>Query matrix in online/dec decoder</td>
<td>( Q_e / Q_d )</td>
</tr>
<tr>
<td>Value matrix in online/dec decoder</td>
<td>( V_e / V_d )</td>
</tr>
<tr>
<td>Attention matrix in online/dec decoder</td>
<td>( E_e / E_d )</td>
</tr>
<tr>
<td>Hidden variable in online/dec decoder</td>
<td>( Z_e / Z_d )</td>
</tr>
<tr>
<td>Key matrix in full-attention</td>
<td>( K )</td>
</tr>
<tr>
<td>Query matrix in full-attention</td>
<td>( Q )</td>
</tr>
<tr>
<td>Value matrix in full-attention</td>
<td>( V )</td>
</tr>
<tr>
<td>Attention matrix in full-attention</td>
<td>( E )</td>
</tr>
<tr>
<td>Output of the online/dec decoder</td>
<td>( \mathbf{Y}_e / \mathbf{H} )</td>
</tr>
</tbody>
</table>

E. Complexity Analysis

In this subsection, we evaluate the complexity of the proposed transformer-based parallel channel prediction in the number of multiplication. Since the training process is performed offline and will not affect the online prediction overhead, we mainly consider the computational complexity of the online prediction.

To calculate the complexity of the transformer-based parallel channel prediction scheme, we first compute the complexity of the crucial attention mechanism module. According to

Table I: The Concepts of the Proposed Transformer-Based Channel Prediction Model.
Algorithm 1. We observe that the complexity of the attention mechanism is dominated by the matrix multiplication from step 1 to step 5. In step 1, we need to calculate the multiplication between the input $X \in \mathbb{R}^{m \times n}$ and linear transformation matrix $W_k \in \mathbb{R}^{d \times n}$, which has a complexity in the order of $O(mnd)$. Similarly, the matrix multiplication from step 2 to step 5 have the complexity in the order of $O(mnd)$, $O(m^2n)$, and $O(n^2m)$, respectively. Note that the feature dimension of key vector $d$ is generally set to be consistent with the input dimension $m$. Thus, the complexity of the attention mechanism can be represented by $O(m^2n) + O(n^2m)$.

Next, we calculate the complexity in the encoder of the transformer model. According to Algorithm 2, we observe that the complexity of the encoder mainly comes from the attention mechanism from step 1 to 5 and the FCN processing in step 6. Since the input of encoder $\bar{H}_{(e)} \in \mathbb{R}^{2N_{RF}M \times P}$, i.e., $m = 2N_{RF}M$ and $n = P$, the attention mechanism of encoder has a complexity in the order of $O(N_{RF}^2M^2P) + O(P^2N_{RF}M)$. In step 6, we compute the multiplication between $Z_{(e)}$ and $W_{(e)}$ at complexity in the order of $O(N_{RF}^2M^2P)$. Thus, the encoder of transformer involves complexity in the order of $O(N_{RF}^2M^2P) + O(P^2N_{RF}M)$. Then, according to Algorithm 3, which provides the procedure of decoder, the complexity of the decoder is dominated by the mask-attention mechanism from step 1 to 5, the full-attention mechanism from step 6 to 9, and the FCN processing in step 10. In particular, from step 1 to 5, due to the negligible complexity in the mask operation, the complexity of the mask-attention mechanism is similar to the attention mechanism in the encoder. Therefore, the mask-attention mechanism has the complexity in the order of $O(N_{RF}^2M^2(G + L)) + O((G + L)^2N_{RF}M)$, based on the decoder input $\bar{H}_{(d)} \in \mathbb{R}^{2N_{RF}M \times (G + L)}$, i.e., $m = 2N_{RF}M$ and $n = G + L$.

As for the full-attention mechanism, the full-attention matrix $E \in \mathbb{R}^{P \times (G + L)}$ is calculated, and the multiplication between $V \in \mathbb{R}^{2N_{RF}M \times P}$ and $E$ are required, which has the complexity in the order of $O(N_{RF}^2M^2P) + O(P(G + L)N_{RF}M) + O(N_{RF}^2M^2(G + L))$. In step 10, the FCN is used to calculate the output of the full-attention mechanism, where the complexity is in the order of $O(N_{RF}^2M^2(G + L))$ by multiplying $Z$ by $W_{(d)}$. As a result, the decoder of transformer model has a complexity in the order of $O(N_{RF}^2M^2P) + O(P(G + L)N_{RF}M) + O((G + L)^2N_{RF}M) + O(N_{RF}^2M^2(G + L))$.

Therefore, the overall complexity of the proposed transformer-based parallel prediction model can be summarized as $O(N_{RF}^2M^2P) + O(N_{RF}^2M^2(G + L)) + O(P^2N_{RF}M) + O((G + L)^2N_{RF}M) + O(P(G + L)N_{RF}M)$, which is closely related to the length of the encoder input $P$ and the length of the decoder input $G + L$. Considering that both the encoder and the decoder use a parallel computing model, the results obtained by each computation based on the previous input can be reused in the next computation, such as the key matrix, query matrix, and value matrix last calculated. Thus, in the next computation, the complexity of the attention mechanism could be reduced from $O(m^2n) + O(n^2m)$ to $O(m^2) + O(n^2m)$ for the input $X \in \mathbb{R}^{m \times n}$. Following this, the complexity of the attention mechanism in the encoder and the mask-attention mechanism in the decoder could be reduced from $O(N_{RF}^2M^2P) + O(P^2N_{RF}M)$ and $O(N_{RF}^2M^2(G + L)) + O((G + L)^2N_{RF}M)$ to $O(N_{RF}^2M^2) + O(P^2N_{RF}M)$ and $O(N_{RF}^2M^2) + O((G + L)^2N_{RF}M)$, respectively. Furthermore, benefiting from parallel hardware architecture [36], the time complexity of the parallel transformer model could be further reduced. Since the different columns of the matrix can be obtained simultaneously, the time complexity of the attention mechanism could be reduced to $O(m^2) + O(nm)$. Based on this, the time complexity of the attention mechanism, the mask-attention mechanism, and the full-attention mechanism could be rewritten as $O(N_{RF}^2M^2) + O(PN_{RF}M)$, $O(N_{RF}^2M^2) + O((G + L)^2N_{RF}M)$, and $O(N_{RF}^2M^2) + O(PN_{RF}M)$, respectively. Besides, considering the parallelization, the fully connected networks have a time complexity in the order of $O(N_{RF}^2M^2)$.

As a result, the encoder and decoder of transformer involve complexities in the orders of $O(N_{RF}^2M^2) + O(PN_{RF}M)$ and $O(N_{RF}^2M^2) + O((G + L)^2N_{RF}M)$, respectively. Therefore, by utilizing parallel computing architecture [36], the overall complexity of the proposed transformer-based parallel prediction model can be rewritten as $O(N_{RF}^2M^2) + O(PN_{RF}M) + O((G + L)^2N_{RF}M)$.

V. TRANSFORMER-BASED PILOT-TO-PRECODER (P2P) PREDICTION

In this section, to reduce the signal processing complexity, we further extend the proposed transformer-based channel prediction scheme to a pilot-to-predictor (P2P) prediction scheme, as shown in Fig. 7. At first, we formulate the P2P prediction problem. Then, the framework of transformer-based P2P prediction is introduced. Finally, the reduced signal processing complexity of P2P is analyzed.

A. Problem Formulation of P2P Prediction

For the transformer-based parallel channel prediction model, the complicated channel estimation is required to estimate the historical channels according to the historical received pilots in previous several frames. Besides, complicated computations are also acquired to the design of the future precoders in next several frames based on predicted channels. As such, the channel estimation and precoding design may cause extremely high computational complexity. To address this issue, we further consider the P2P mapping problem for mmWave massive MIMO. Instead of regarding the channel estimation, channel prediction, and precoding as three independent modules and separately optimizing these modules, we consider the joint design, which regards these three modules as a whole that can be jointly optimized. Unlike the parallel channel prediction problem formulated in Section III, we directly optimize the achievable sum-rate for transformer model, rather than the NMSE of the predicted future channels (12a). Specifically, the same transformer model introduced in Section IV is utilized.
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to directly predict the future precoders in next several frames according to the received pilots in previous frames. Formally, the P2P mapping problem can be formulated as

$$\max_{\Phi} \mathbb{E} \left\{ \sum_{t=T+1}^{T+L} R^{(t)} \right\}$$  \hspace{1cm} (29a)

subject to

$$R^{(t)} = \log_2 \left( |I_M + \frac{\mathbf{D}^{(t)} \mathbf{H}_e^{(t)} (\mathbf{D}^{(t)} \mathbf{H}_e^{(t)})^H}{M \sigma_n^2}| \right),$$  \hspace{1cm} (29b)

$$\mathbf{D}^{(T+1)}, \ldots, \mathbf{D}^{(T+L)} = f_\Phi (\mathbf{Y}^{(T-P+1)}, \ldots, \mathbf{Y}^{(T)}),$$  \hspace{1cm} (29c)

where $f_\Phi (\cdot)$ is the considered P2P mapping model, $\Phi$ is model parameters, $\mathbf{D}^{(t)}$ is the predicted precoder matrix at the $t$-th frame, $\mathbf{H}_e^{(t)}$ is the actual effective channel at the first slot of the $t$-th frame, and $\mathbf{Y}^{(t)}$ is noisy pilot observation at the $t$-th frame shown in (5).

A key insight of the considered P2P prediction is that the mutual information between the received pilot and actual channel is larger than the mutual information between the estimated channel and actual channel, i.e., $I(\mathbf{H}_e; \mathbf{Y}) \geq I(\mathbf{H}_e; \mathbf{H}_e)$. According to the data processing inequality [37], for a Markov process $X \rightarrow Y \rightarrow Z$, then $I(X; Y) \geq I(X; Z)$. This shows that the more processing the data goes through, the less mutual information it contains. For the considered communication system, the effective channel $\mathbf{H}_e$ is regarded as a random variable that follows a distribution, such as the Rayleigh channel following the Rayleigh distribution. Then, through the channel, the transmitted pilot signal $\mathbf{S}$ is affected by channel fading and noise, and noisy pilot observation $\mathbf{Y}$ can also be considered as a random variable. Next, the data processing process of channel estimation is performed according to the received pilot signal $\mathbf{Y}$, and the estimated channel $\mathbf{H}_e$ is obtained. Thus, $\mathbf{H}_e \rightarrow \mathbf{Y} \rightarrow \mathbf{H}_e$ can be seen as a Markov process. Based on the data processing inequality, the key insight $I(\mathbf{H}_e; \mathbf{Y}) \geq I(\mathbf{H}_e; \mathbf{H}_e)$ could be derived. By analogy, the precoders calculated from the predicted channel contains generally less information than that of the predicted channel. Thus, it is reasonable to use the historical received pilots to replace the estimated historical channels as the input of the transformer model. For the same reason, the predicted precoders could replace the predicted channel as the output of the transformer model.

B. Proposed Transformer-Based P2P Prediction Framework

Similar to the parallel channel prediction framework proposed in Subsection IV-A, the framework of the proposed P2P prediction scheme consists of two phases, i.e., an offline training and an online prediction. For the offline training phase, the unsupervised learning algorithm is applied to train the transformer model according to (29a). To train the transformer model, the sampling of the $P + L$ effective channels in the contiguous $P + L$ frames is required. The input of the transformer model $\{\mathbf{Y}^{(T-P+1)}, \ldots, \mathbf{Y}^{(T)}\}$ can be obtained by (5) based on the first $P$ effective channels. Then, the last $L$ effective channels and the output of the transformer model $\{\mathbf{D}^{(T+1)}, \ldots, \mathbf{D}^{(T+L)}\}$ construct the optimization objective of achievable sum-rate (29a). Finally, we aim to maximize the achievable sum-rate to obtain the precoding matrix for mmWave massive MIMO.

After training the above transformer-based P2P prediction model, we deploy the well-trained model and realize the precoder prediction online. In the online prediction, we can directly obtain the future precoders $\{\mathbf{D}^{(T+1)}, \ldots, \mathbf{D}^{(T+L)}\}$ in the next $L$ frames, by inputting the historical noisy pilot observations $\{\mathbf{Y}^{(T-P+1)}, \ldots, \mathbf{Y}^{(T)}\}$ from the past $P$ frames into the transformer model. In the process of P2P prediction, by utilizing the powerful transformer model, there is no need for explicit channel requirement, thereby eliminating the needs for channel estimation and precoding modules in proposed the parallel channel prediction scheme.

C. Complexity Analysis

In this subsection, we compare the computational complexity of the proposed P2P prediction scheme with the parallel channel prediction scheme in terms of the number of multiplications. Note that the dedicated channel estimation and precoding are no longer needed in the proposed P2P prediction scheme by directly predicting precoders according to the pilots. Thus, the signal processing complexity of channel estimation and precoding is avoided for the P2P prediction scheme.

To calculate the reduced complexity, we compute the complexity of the dedicated channel estimation and precoding in the parallel channel prediction scheme. Firstly, for the channel estimation, the classical LS channel estimation algorithm (7) and the MMSE channel estimation algorithm (8) are considered, both of which have the complexity in the order of $O(N_{RF}^3 M^3)$ due to the high-dimensional matrix inversion. Furthermore, to obtain the estimated channels in the previous $P$ frames, the channel estimation algorithms are executed $P$ times. Therefore, the channel estimation complexity is in the order of $O(N_{RF}^3 M^3 P)$. Then, we resort to the zero-forcing algorithm in (10) to solve the precoders, where the pseudo inverse of the predicted channel $\mathbf{H}_e^{(t)} \in \mathbb{C}^{N_{RF} \times M}$ involves complexity in the order of $O(N_{RF}^3 + O(N_{RF}^2 M))$. To obtain the precoders in the next $L$ frames, the precoding is also executed $L$ times. Thus, the complexity of the precoding design is in the order of $O(N_{RF}^3 L) + O(N_{RF}^2 M L)$. Therefore, the overall reduced computational complexity of the P2P prediction scheme is in the order of $O(N_{RF}^3 M^3 P) + O(N_{RF}^3 L) + O(N_{RF}^2 M L)$, in which the reduced complexity is dominated by $O(N_{RF}^3 M^3 P)$. As a comparison, the complexity of the transformer-based parallel channel estimation in Subsection IV-E is dominated by $O(P^2 N_{RF} M)$. According to the 5G standard [38], the number of antenna ports $M$ is set to 2 or 4 or 8 based on different UE categories. The corresponding number of RF chains $N_{RF}$ in BS is usually set to 4. Thus, considering that the length of historical channel $P$ is usually much smaller than $N_{RF}^2 M^2$, our proposed P2P prediction scheme can greatly reduce the signal processing complexity compared with the parallel channel prediction scheme.

VI. SIMULATION RESULTS

In this section, we present the performance comparison among the proposed transformer-based parallel channel pre-
diction scheme, the P2P prediction scheme, and some existing sequential channel prediction schemes. In order to prove the effectiveness of our work, we provide the simulation results on the CDL-B 3GPP cluster delay line channel model and the 3GPP urban macro (UMa) channel model [25], respectively.

A. Simulation Setup

In our simulations, the parameters of the massive MIMO system are set as: $N_{BS} = 64$, $N_{RF} = 4$, $M = 2$, and $f = 28$ GHz. For simplicity, the orthogonal pilot signal matrix $S$ is considered to be the identity matrix, i.e., $S = I_M$. Due to the orthogonality, the length of the training pilot sequence is set to $Q = M = 2$ [39]. The analog combiner is designed based on the first 4 strongest beams in the DFT codebook. In addition, as the displacement of the user is small in tens of milliseconds, the analog combiner is assumed to remain unchanged for considered contiguous $P + L$ frames where $P = 25$ and $L = 5$. Additionally, the length of channels in the previous frames served as the start token of the decoder is set as $G = 10$. The achievable sum-rate performance is calculated by applying (9) for parallel channel prediction and the signal-to-noise ratio (SNR) is defined as $\frac{\rho}{P}$. According to the 3GPP standard [4], the SRS period is set as 0.625 ms.

To improve the generalization of our results, 10000 training samples with different user speeds are randomly generated according to the distribution of the user speeds $\nu$ following $\mathcal{U}(30 \text{km/h}, 60 \text{km/h})$. After training, we test the trained transformer model at the speed of 30 km/h and 60 km/h, respectively, and each speed contains 400 test samples. Considering the multi-path effect, the delay spread is set as 50 to 300 ns randomly, and the SNR is set from 10 to 15 dB randomly in the training samples. Note that both the proposed transformer-based prediction schemes and the neural network-based methods use channel parameters introduced above.

B. Simulation Results on the CDL-B Channel Model

In this subsection, based on the CDL-B channel model [25] generated by the Matlab 5G toolbox [28], we provide the performance comparison of the proposed transformer-based parallel channel prediction scheme, the P2P prediction scheme, and some existing sequential channel prediction schemes.

Fig. 8 shows the channel prediction accuracy of the proposed transformer-based channel prediction scheme, where the channel prediction results of $L = 5$ are shown according to $P = 25$ channels in previous frames. The SNR, user speed $\nu$, and the delay spread are set as 14 dB, 30 km/h, and 100 ns, respectively. From Fig. 8, we can observe that the proposed transformer-based channel prediction scheme could predict future channels with high accuracy. The gaps between the actual channels and predicted channels are small. We also notice that the prediction accuracy will not degrade with the evolution of the frames. To verify this, we further compare the NMSE performance.

In Fig. 9 and Fig. 10, we compare the NMSE performance versus frame between the proposed transformer-based parallel channel prediction scheme and some existing sequential channel prediction schemes, such as LSTM-based method [14], RNN-based method [13], linear model based prony angular-delay (PAD), and prony vector (PVEC) prediction methods [7]. The SNR is set as 10 dB. The no prediction scheme is also provided by computing the NMSE between the future channel with the current channel. The test scenarios with different user speeds are set as 30 km/h in Fig. 9 and 60 km/h in Fig. 10, while the channel coherence times are roughly equal to 0.643 ms and 0.321 ms, respectively. We can observe from Fig. 9 and Fig. 10 that the proposed transformer-based parallel channel prediction scheme could achieve almost the
best performance in both $v = 30 \text{ km/h}$ and $v = 60 \text{ km/h}$, especially the best performance is obtained when predicting the channels from the second to the fifth future frames. Despite the LSTM-based method having comparable NMSE performance when predicting the channel at the first future frame, the transformer-based method shows its stability in performing future channel prediction. For example, for the prediction of the channel at the fifth future frame, the transformer-based scheme could achieve 5 dB and 10 dB NMSE performance gain compared with LSTM-based method at $v = 30 \text{ km/h}$ and $v = 60 \text{ km/h}$, respectively.

The improvements of the proposed transformer-based parallel channel prediction scheme in Fig. 9 and Fig. 10 come from two aspects. On the one hand, thanks to the parallel signal processing, the future channels in the next several frames could be predicted in parallel, thereby avoiding the prediction error propagation. On the other hand, for the channel with long periodicity, the attention mechanism applied in the transformer model could pay attention to the early parts of historical channels, improving the prediction accuracy. In addition, compared with model-based methods, the NN-based methods have significant performance benefits as the latter can adaptively match the predicted channels with the actual ones.

Fig. 11 and Fig. 12 show the corresponding achievable sum-rate performance versus frame. Additionally, the achievable sum-rate performance of transformer-based P2P prediction is also shown. The upper bound is achieved by the scheme with perfect channel information available. The user speeds are set as 30 km/h in Fig. 11 and 60 km/h in Fig. 12. From Fig. 11 and Fig. 12, we can observe that the proposed transformer model for parallel channel prediction and P2P prediction could approach the near-optimal achievable sum-rate performance achieved by the perfect channel information at two different user speeds scenarios. For example, for the prediction of the channel at the fifth future frame, the channel prediction method with proposed transformer-based can achieve nearly 98% and 97% sum-rate performance of the upper bound exploiting perfect channel information at $v = 30 \text{ km/h}$ and $v = 60 \text{ km/h}$, respectively. Besides, we can observe that the proposed transformer-based parallel channel prediction and the P2P prediction scheme maintain robustness even in a higher mobility scenario with $v = 60 \text{ km/h}$, while the LSTM-based method has shown a severe performance degradation.

From Fig. 11, we can observe that the P2P prediction is not always better than the parallel channel prediction. In our view, the parallel transformer P2P prediction mainly adopts unsupervised learning, and there is no precoder label for supervised learning. Thus, the training efficiency of the P2P prediction is slightly worse than that of the supervised channel prediction, and sometimes the performance will not be better than the channel prediction method.

Through the summary of the simulation results in Fig. 8-12, we could conclude that the proposed transformer-based parallel channel prediction scheme can realize higher accuracy when predicting future channels. Besides, both the proposed transformer-based parallel channel prediction and the P2P prediction schemes can effectively alleviate the negative impacts caused by user mobility such that they can approach near-optimal achievable sum-rate performance.
C. Simulation Results on the UMa Channel Model

Since the power of the per-cluster is fixed in the CDL-B model. Thus, we first utilize the QuaDRiGa (QUAsi Deterministic Radio channel GenerAtor) [40], [41] to generate the 3GPP UMa channel model with random PDP. Then we compare the performance between the proposed parallel channel prediction scheme and the existing sequential channel prediction schemes in the UMa channel model.

The QuaDRiGa channel model [40], [41] follows a geometry-based stochastic channel modeling approach, where the channel parameters such as delay, power, AoA, and AoD, are determined stochastically. Based on statistical distribution for delay spread, delay values, angle spread, shadow fading, etc., specific channel realizations are generated by summing contributions of rays with specific channel parameters. Therefore, the QuaDRiGa channel model can generate the channels with random PDP. Furthermore, the QuaDRiGa channel model also provides a realization of the 3GPP UMa channel model [25].

In Fig. 13 and Fig. 14, we compare the NMSE performance versus frames between the proposed transformer-based parallel channel prediction scheme and some existing sequential channel prediction schemes in the UMa channel model. Testing SNR is set as 20 dB. The no prediction scheme is also provided by computing the NMSE between the future channel with the current channel. The test scenarios with different user speeds are set as 30 km/h in Fig. 13 and 60 km/h in Fig. 14. We can observe from Fig. 13 and Fig. 14 that the proposed transformer-based parallel channel prediction scheme could achieve almost the best performance in both $v = 30$ km/h and $v = 60$ km/h cases.

However, unlike the NMSE performance in the CDL-B channel, which keeps stable when predicting channels in future 5 frames, the NMSE performance in the UMa channel model degrades as the frame increases. One important reason is that the channel parameters such as delay values, angle spread, power, etc. are fixed in the 3GPP CDL-B channel, and thus the trained results converge to the channel model determined by the channel parameters. By contrast, the channel parameters are sampled randomly in the 3GPP UMa channel model, which makes the generated channel more random and less predictable. In this more complex UMa channel model, the proposed transformer-based parallel channel prediction scheme still achieves the best NMSE performance compared with the existing sequential channel prediction schemes. For example, for the prediction of the channel at the second future frames, the transformer-based scheme could achieve 2.5 dB and 1 dB NMSE performance gain compared with LSTM-based method at $v = 30$ km/h and $v = 60$ km/h, respectively.

Furthermore, we show the corresponding achievable sum-rate performance versus frame in Fig. 15 and Fig. 16. The upper bound is achieved by the scheme with perfect channel
information available. From Fig. 15 and Fig. 16, we can observe that the proposed transformer model for parallel channel prediction could also achieve the best achievable sum-rate performance. For example, compared with the LSTM-based channel prediction scheme, the channel prediction method with proposed transformer-based at the third future frame can achieve nearly 10% and 15% sum-rate performance improvement at $v = 30$ km/h and $v = 60$ km/h, respectively.

### VII. CONCLUSION

In this paper, we investigated the challenging channel prediction for the mmWave massive MIMO system in the mobility scenarios. Compared to the classical sequential channel prediction methods with severe error propagation problems, we proposed a transformer-based parallel channel prediction scheme to accurately predict the time-varying channels. Moreover, we also proposed a transformer-based P2P prediction scheme to carry out channel estimation, channel prediction, and precoding jointly to significantly reduce the computation complexity for practical communications.

This paper demonstrated that the transformer model, based on the attention mechanism, can process the channel sequence in parallel. In addition, this paper also illustrated that a lower signal processing complexity could be achieved by considering the joint system design of several independent signal processing modules. In future research, we will utilize the transformer-based model to investigate the channel prediction problem in other domains, such as the frequency-domain and the beam-domain channel prediction.
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