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Channel Feedback Based on AoD-Adaptive
Subspace Codebook in FDD Massive

MIMO Systems
Wenqian Shen , Linglong Dai , Byonghyo Shim , Zhaocheng Wang , and Robert W. Heath, Jr.

Abstract— Channel feedback is essential in frequency
division duplexing (FDD) massive multiple-input multiple-
output (MIMO) systems. Unfortunately, prior work on multiuser
MIMO has shown that the feedback overhead scales linearly
with the number of base station (BS) antennas, which is large
in massive MIMO systems. To reduce the feedback overhead,
we propose an angle-of-departure (AoD) adaptive subspace
codebook for channel feedback in FDD massive MIMO systems.
Our key insight is to leverage the observation that path AoDs
vary more slowly than the path gains. Within the angle coherence
time, by utilizing the constant AoD information, the proposed
AoD-adaptive subspace codebook is able to quantize the channel
vector in a more accurate way. From the performance analysis,
we show that the feedback overhead of the proposed codebook
only scales linearly with a small number of dominant (path)
AoDs instead of the large number of BS antennas. Moreover,
we compare the proposed quantized feedback technique using
the AoD-adaptive subspace codebook with a comparable analog
feedback method. Extensive simulations show that the proposed
AoD-adaptive subspace codebook achieves good channel feedback
quality, while requiring low overhead.

Index Terms— Massive MIMO, FDD, channel feedback,
subspace codebook, AoD.

I. INTRODUCTION

MASSIVE multiple-input multiple-output (MIMO) using
hundreds of base station (BS) antennas is a key tech-

nology for 5G wireless communication systems. By simulta-
neously serving multiple users with simple linear precoders
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and combiners, massive MIMO can improve sum spectral
efficiency by orders of magnitude [2]. Channel feedback is
essential in frequency division duplex (FDD) massive MIMO
systems to learn the channel state information at the trans-
mitter (CSIT). Channel feedback techniques based on the
pre-defined codebook known at both the BS and users have
been widely used in wireless communication systems such
as LTE/LTE-A, IEEE 802.11n/ac, and WiMAX [3]. Unfor-
tunately, prior work on multiuser MIMO [4], [5] has shown
that the feedback overhead scales linearly with the number
of BS antennas to guarantee the capacity loss within an
acceptable level. As the number of BS antennas in massive
MIMO systems is much larger than that of current systems,
the feedback overhead will be overwhelming.

A. Contributions

In this paper, we propose an angle-of-departure
(AoD)-adaptive subspace codebook for massive MIMO
channel feedback to reduce the feedback overhead.1 Our main
contributions are summarized as follows:

• We propose an AoD-adaptive subspace codebook with
reduced feedback overhead. Specifically, we leverage
the observation that path AoDs vary more slowly than
path gains [6]. During a comparably long time called
the “angle coherence time,” which is different from the
classical channel coherence time, the path AoDs can
be regarded as unchanged, and known to both the BS
and users. Within the angle coherence time, due to the
limited scattering around the BS, the channel vector is
distributed in the channel subspace, which is completely
determined by a limited number of dominant path AoDs.
By utilizing the AoD information, quantization vectors
of the proposed AoD-adaptive subspace codebook are
distributed exactly in the channel subspace. Therefore,
quantized channel vector of the proposed codebook can
achieve better performance.

• We provide performance analysis of the proposed
AoD-adaptive subspace codebook in the large-dimension
regime, i.e, the number of BS antennas grows large.
Specifically, we first compute the per-user rate gap
between the ideal case of the perfect CSIT and the

1Simulation codes are provided to reproduce the results presented in this
paper: http://oa.ee.tsinghua.edu.cn/dailinglong/publications/publications.html.
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practical case of the proposed quantized feedback tech-
nique using the AoD-adaptive subspace codebook. Our
result reveals that such rate gap is dominated by the
quantization error of channel vectors. Then, we derive an
upper bound on the quantization error using the proposed
AoD-adaptive subspace codebook. Finally, we show that
the required number of feedback bits to ensure a constant
rate gap only scales linearly with the number of dominant
paths, which is much smaller than the number of BS
antennas. Moreover, we compare the proposed quantized
feedback technique using the AoD-adaptive subspace
codebook with a comparable analog channel feedback
method.

B. Prior Work
Several channel feedback techniques were proposed for

massive MIMO systems. A compressive sensing (CS) based
channel feedback scheme exploiting the sparsity of the
angle-domain channel was proposed for massive MIMO
systems in [7]. The channel vector is compressed into a
low-dimension measurement vector by the random projection,
and then fed back to the BS with low overhead. Then,
the BS can recover the sparse angle-domain channel via CS
algorithms. To further improve the channel recovery perfor-
mance at the BS, the structured sparsity in the multiuser
MIMO (MU-MIMO) channel matrix was exploited through a
joint MU-MIMO channel recovery at the BS [8]. Distributed
channel measurements of multiple users were fed back to
the BS, and then the MU-MIMO channel matrix was recovered
via a joint orthogonal matching pursuit algorithm. A non-
uniform directional dictionary based channel feedback scheme
was proposed with reduced feedback overhead by utilizing
the directivity pattern of the angle-domain channel [9]. Other
techniques were also developed for massive MIMO channel
feedback using grouping techniques. An antenna grouping
based channel feedback scheme was proposed in [10], where
multiple correlated antennas were mapped to a single repre-
sentative value using the predesigned mapping patterns. There-
fore, the mapping pattern and the dimension-reduced channel
vector after mapping can be fed back with reduced over-
head. Joint spatial division and multiplexing (JSDM) proposed
in [11] featured user grouping. Users with similar transmit
channel covariance were grouped together. The inter-group
interference was mitigated through a pre-precoding based on
the known long-term channel statistics. After that, only the
low-dimension intra-group channels were required to be fed
back with low overhead to perform the MU-MIMO precoding
for mitigating the intra-group interference.

There also exists some work on feedback codebook design.
For example, a codebook was proposed in [12] under the
framework of CS, which can quantize and feedback the
low-dimension channel measurements with reduced overhead.
Noncoherent trellis-coded quantization (NTCQ) was proposed
in [13] by exploiting the duality between source encoding in a
Grassmannian manifold and noncoherent sequence detection.
The encoding complexity of NTCQ scales linearly with the
number of BS antennas. Channel statistics were utilized for
codebook design to reduce the feedback overhead [14]–[17].

In [14], a codebook was designed based on the assumption
of line-of-sight (LOS) channels between users and the BS.
It was shown that correlated fading in LOS channels is
beneficial to MU-MIMO since it can significantly reduce the
feedback overhead. A rotated codebook based on the channel
statistics was proposed in [15] for the channel feedback of
correlated channels composed of non-LOS channel paths.
In that approach, it has been shown that the required number of
feedback bits scales linearly with the rank of transmit channel
correlation matrix [16], [17]. Our work is different from these
channel statistics-based codebooks, as we exploit the concept
of angle coherence time, so that the AoD information within
the angle coherence time can be easily estimated with lower
overhead, compared with the traditional channel statistics. The
corresponding performance analysis of the proposed code-
book is also different from previous work since our analysis
is based on the AoD estimate, instead of the exact chan-
nel correlation matrix in traditional channel statistics-based
codebook.

Besides, this paper differs from our previous work [1].
Specifically, we propose a channel subspace based analog
feedback technique and compare it with the proposed quan-
tized feedback technique using the AoD-adaptive subspace
codebook. We also extend the AoD-adaptive subspace code-
book to a more general scenario with a uniform planar
array (UPA) of antennas at the BS. Moreover, we evaluate
the effect of imperfect AoD information on the performance
of the AoD-adaptive subspace codebook.

The rest of the paper is organized as follows. Section II
presents the system model. In Section III, we firstly review
the angle coherence time. Then, we present the proposed
AoD-adaptive subspace codebook. Finally, we provide an AoD
acquisition method. Performance analysis of the proposed
AoD-adaptive subspace codebook is provided in Section IV.
We propose a channel subspace based analog feedback tech-
nique and compare it with the proposed quantized feed-
back technique using the AoD-adaptive subspace codebook
in Section V. Section VI shows the simulation results. Our
conclusions are drawn in Section VII.

Notation: Boldface capital and lower-case letters stand for
matrices and vectors, respectively. The transpose, conjugate,
conjugate transpose, and inverse of a matrix are denoted by
(·)T, (·)∗, (·)H, and (·)−1, respectively. H† = H(HHH)−1 is
the Moore-Penrose pseudo-inverse of H. ⊗ is the Kronecker
product operator. ‖h‖ and |s| are the norm of a vector and
the absolute value of a scalar. �(x,y) is the angle between

x and y, and sin2 (� (x,y)) = 1− |xHy|2
�x�2�y�2 . E [·] denotes the

expectation operator. Finally, IP denotes the identity matrix
of size P × P .

II. MASSIVE MIMO SYSTEM MODEL

In this section, we introduce the massive MIMO down-
link channel model and the quantized channel feedback
technique. To quantify the performance of the feedback
codebook, we review the per-user rate calculated assuming
zero-forcing (ZF) precoding based on the feedback CSI.
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Fig. 1. Ray-based channel model, where the channel between the BS and the
u-th user is composed of Pu dominant paths, each of which is characterized
by a path gain gu,i and a path AoD (φu,i, θu,i).

A. Massive MIMO Downlink Channel Model

In this paper, we consider a massive MIMO system
with M antennas at the BS and U single-antenna users
(M � U ) [2]. Different from [1], we consider both a uni-
form linear array (ULA) and uniform planar array (UPA)
of antennas at the BS. We adopt the classical narrowband
ray-based channel model2 [20], [21] as shown in Fig. 1. The
downlink channel vector hu ∈ CM×1 for the u-th user can be
described as

hu =
Pu∑

i=1

gu,ia (φu,i, θu,i), (1)

where Pu is the number of dominant paths from the BS to the
u-th user, gu,i is the complex gain of the i-th path of the u-th
user, which is identically and independently distributed (IID)
with zero mean and unit variance, and φu,i and θu,i are
the azimuth and elevation AoDs of the i-th path of the
u-th user, respectively. The steering vector a (φu,i, θu,i) ∈
CM×1 denotes the antenna array response of the i-th path
of the u-th user. For a ULA of antennas, the elevation AoD
θu,i is neglected and the array response can be expressed as

a (φu,i)=
1√
M

[
1, ej2π d

λ sinφu,i ,· · · ,ej2π d
λ (M−1) sinφu,i

]T
, (2)

where d is the antenna spacing at the BS, λ is the wavelength
of the carrier frequency. For a UPA of antennas with M1 hor-
izontal antennas and M2 vertical antennas (M = M1 × M2),
the array response can be expressed as

a (φu,i, θu,i) =
[
1, ej2π d

λ sin θu,i , · · · , ej2π d
λ (M2−1) sin θu,i

]T

⊗ 1√
M

[
1, ej2π d

λ cos θu,i sin φu,i , · · · ,

× ej2π d
λ (M1−1) cos θu,i sin φu,i

]T
. (3)

In matrix form with Au = [a (φu,1, θu,1),a (φu,2, θu,2), · · · ,
a (φu,Pu , θu,Pu)] ∈ CM×Pu and gu = [gu,1, gu,2, · · · , gu,Pu ]T

∈ CPu×1, we rewrite (1) as

hu = Augu. (4)

2The proposed technique can be extended to other channel models as long
as they can characterize the multi-path propogation of physical channels such
as [18] and [19].

Further, we express the MU-MIMO channel matrix as
H = [h1,h2, · · · ,hU ] ∈ CM×U .

B. Quantized Channel Feedback

In FDD systems, the downlink channel vector hu is firstly
estimated at the user side through downlink channel training.
Although the pilot overhead for the downlink channel training
is increased in massive MIMO systems, there are effective
downlink training methods to solve this problem [21]–[23] by
utilizing the angle-domain channel sparsity and the channel
statistics. Thus, in this paper, each user is assumed to know
its own channel vector. Then, the channel vector hu is required
to be fed back to the BS to perform downlink precoding. The
channel vector hu is firstly quantized and then fed back to
the BS. The quantization of hu ∈ CM×1 is performed based
on a quantization codebook Cu =

{
cu,1, cu,2, · · · , cu,2B

}
,

which consists of 2B different M -dimension unit-norm col-
umn vectors, where B is the number of feedback bits. Details
of codebook design will be discussed in Section III. The
codebook Cu is known to both the BS and the u-th user. The
channel vector hu is quantized as a codeword cu,iu , where
the quantization index iu is computed according to

iu = argmin
i∈{1,2,··· ,2B}

sin2 (� (hu, cu,i)) = argmax
i∈{1,2,··· ,2B}

∣∣∣h̃H
ucu,i

∣∣∣
2

,

(5)

where h̃u = hu

�hu� is the channel direction.

Note that only the channel direction h̃u is quantized,
while the channel magnitude ‖hu‖ is not quantized by the
codebook Cu. Channel magnitude information can be used to
allocate power and rate across multiple channels, but it is just a
scalar value and thus is also easy to be fed back (e.g., it can be
uniformly quantized and then fed back). We follow the com-
mon assumption that the channel magnitude can be fed back to
the BS perfectly so that we focus on the quantization of chan-
nel direction, which is more challenging for massive MIMO
channel feedback. The quantization index iu can be fed back
from the u-th user to the BS through B dedicated bits. After
receiving these B bits (thus the index iu), the BS can obtain the
quantized channel vector as ĥu = ‖hu‖ cu,iu . The MU-MIMO
channel matrix obtained from the quantized channel feedback
can be denoted as Ĥ =

[
ĥ1, ĥ2, · · · , ĥU

]
∈ C

M×U .

C. Per-User Rate

The BS will perform the downlink precoding to eliminate
inter-user interference based on the feedback MU-MIMO
channel matrix Ĥ. We consider the commonly used ZF pre-
coding. The transmit signal x ∈ C

M×1 after the ZF precoding
is given by

x =
√

γ

U
V̂s, (6)

where γ is the transmit power, s = [s1, s2, · · · , sU ]T ∈ CU×1

is the signals intended for U users with the normalized power
E

[|si|2
]

= 1, and V̂ = [v̂1, v̂2, · · · , v̂U ] ∈ CM×U is the
ZF precoding matrix consisting of U different M -dimension
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unit-norm precoding vectors v̂i ∈ CM×1, which is obtained
as the normalized i-th column of Ĥ†, i.e., v̂i = Ĥ†(:,i)

‖Ĥ†(:,i)‖ .

The received signal at the u-th user can be described as

yu = hH
ux + nu

=
√

γ

U
hH

uv̂usu +
√

γ

U

U∑

i=1,i�=u

hH
u v̂isi + nu, (7)

where nu is the complex Gaussian noise at the u-th user with
zero mean and unit variance. Thus, the signal-to-interference-
plus-noise ratio (SINR) at the u-th user is

SINRu =
γ
U

∣∣hH
uv̂u

∣∣2

1 + γ
U

∑U
i=1,i�=u |hH

uv̂i|2
. (8)

Assuming Gaussian signaling and knowledge of SINR,
the per-user rate RQuantized with the quantized channel feedback
technique is

RQuantized = E [log2(1 + SINRu)]

= E

[
log2

(
1 +

γ
U

∣∣hH
uv̂u

∣∣2

1 + γ
U

∑U
i=1,i�=u |hH

uv̂i|2
)]

. (9)

We can see that the per-user rate RQuantized depends on the
precoding matrix V̂, which is affected by the channel matrix Ĥ
obtained from the quantized channel feedback. In Section III,
we propose an AoD-adaptive subspace codebook for the
quantized channel feedback.

III. PROPOSED AOD-ADAPTIVE SUBSPACE CODEBOOK

In this section, we firstly review the angle coherence time
and then present the AoD-adaptive subspace codebook for
channel feedback. We also provide a method to obtain the
AoDs at the BS and the users during the angle coherence
time.

A. Angle Coherence Time

Different from the traditional channel coherence time,
the angle coherence time is defined as a comparably long time,
during which the AoDs can be regarded as static. Specifically,
the path AoD (φu,i, θu,i) in (1) mainly depends on the sur-
rounding obstacles around the BS, which may not physically
change their positions often. On the contrary, the path gain gu,i

characterizing the i-th dominant path of the u-th user depends
on a number of unresolvable paths, each of which is generated
by a scatter surrounding the user. Therefore, path gains vary
much faster than the path AoDs [6]. Accordingly, the angle
coherence time is much longer than the traditional channel
coherence time.

B. Proposed AoD-Adaptive Subspace Codebook

During the comparably long angle coherence time, the chan-
nel vector hu is distributed in the channel subspace. Specifi-
cally, as shown in (1) and (4), the channel vector hu between
the BS and the u-th user is composed of Pu paths as
hu =

∑Pu

i=1 gu,ia (φu,i, θu,i) = Augu. Therefore, the channel
vector hu is actually distributed in the column space of
Au ∈ CM×Pu , which is spanned by Au’s Pu column vectors.

Fig. 2. Codebook comparison: (a) the traditional RVQ codebook;
(b) the proposed AoD-adaptive subspace codebook. Each dot in the figure
denotes a codeword in the codebook, which is randomly distributed in the
M -dimension space and the channel subspace in (a) and (b), respectively.

Due to the limited scattering of millimeter-wave signals,
the number of dominant paths Pu is much smaller (e.g., Pu =
2 ∼ 8 for 6-60GHz [24]) than the number of BS antennas
M (e.g., M = 128, 256). We also expect this to be true
even with massive MIMO in sub-6GHz, since the number
of dominant paths Pu depends on the clusters of scatters
around the BS whose number is usually limited3. Therefore,
the column space of Au, which is completely determined by
Pu(� M ) path AoDs {(φu,i, θu,i)}Pu

i=1, is only a subspace of
the full M -dimension space. This subspace is referred to as
the channel subspace.

Based on the channel subspace in the angle coherence
time, we can design an AoD-adaptive subspace codebook
to quantize the channel vector in a better way, where
quantization vectors (i.e., codewords) are exactly distributed
in the channel subspace as shown in Fig. 2. Specifically,

we assume that the quantized AoDs
{

(φ̂u,i, θ̂u,i)
}Pu

i=1
can

be obtained at both the BS and the u-th user (how to obtain
the AoDs will be discussed later in the next subsection).
After the BS and the u-th user obtaining the quantized
AoDs, they can generate the steering matrix as Âu =[
a

(
φ̂u,1, θ̂u,1

)
, a

(
φ̂u,2, θ̂u,2

)
, · · · , a

(
φ̂u,Pu , θ̂u,Pu

)]
∈

CM×Pu . Then, the quantization vector cu,i of the proposed
AoD-adaptive subspace codebook can be designed as

cu,i = Âuwu,i, (10)

where the unit-norm vector wu,i ∈ CPu×1 is chosen

from a vector quantization codebook Wu =
{
wu,1,wu,2,

· · · ,wu,2B

}
. Wu is assumed to be a random vector quantiza-

tion (RVQ) codebook, which is randomly generated by select-
ing vectors independently from the uniform distribution on the
complex unit sphere [5], [25]. Similar to [1], we consider the
RVQ framework to enable the performance analysis of the pro-
posed AoD-adaptive subspace codebook. In practice, wu,i can
be chosen from other practical codebooks, such as the Lloyd
algorithm based vector quantization codebook [26], [27]. The
Lloyd algorithm has already been used as a standard tool for
the feedback codebook design [15]. The Lloyd algorithm can

3Note that Pu only depends on the scattering geometry around the BS. Since
the BS is usually located at high towers or mounts, the number of significant
scatters around the BS is limited. Besides, in the widely used 3GPP spatial
channel model (SCM) for sub-6 GHz [18], the number of dominant channel
paths for both macro cell and micro cell is set as 10-20. Therefore, it is
reasonable to assume than Pu � M in massive MIMO systems.
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be applied to the proposed AoD-adaptive subspace codebook
by designing a vector quantization codebook Wu to minimize
the average distortion

dLloyd(Wu) = E

[
‖g̃u‖2 − max

wu,i∈Wu

g̃H
uwu,i

]
, (11)

where g̃u = gu/ ‖gu‖ is the normalized path gain vector.
The Lloyd algorithm can be easily implemented by generating
several test channel path gain vectors gu and iteratively
refining the vector quantization codebook Wu [15]. The per-
formance of the proposed AoD-adaptive subspace codebook
under the RVQ framework is very close to that under the Lloyd
framework, which will be shown through simulations.

Note that the quantization vector cu,i is a unit-norm vector,

i.e., ‖cu,i‖ =
∥∥∥Âuwu,i

∥∥∥ = 1 which can be proved as

∥∥∥Âuwu,i

∥∥∥
2

=
∥∥∥ΣPu

p=1a
(
φ̂u,p, θ̂u,p

)
wu,i,p

∥∥∥
2

M→∞= ΣPu
p=1

∥∥∥a
(
φ̂u,p, θ̂u,p

)
wu,i,p

∥∥∥
2

= ΣPu
p=1|wu,i,p|2 = ‖wu,i‖2 = 1, (12)

where the second equation is true due to the orthogonality
among column vectors a

(
φ̂u,p, θ̂u,p

)
of Âu when M → ∞,

which is proved in Lemma 3 shown in Appendix I.
We evaluate the computational complexity of the proposed

quantized feedback technique using the AoD-adaptive sub-
space codebook, which consists of two parts. The first part
is the computations of quantization index iu in (5). Since
the size of AoD-adaptive subspace codebook is proportional
to 2P as will be shown in Section V, the complexity for
computing the quantization index is O(M2P ). The other part
of computational complexity is required by the update of the
proposed codebook according to the AoD information in each
angle coherence time. According to the codewords design
in (10), the computational complexity for every update of
the proposed codebook is O(MP2P ). Note that the angle
coherence time is much longer than the channel coherence
time. For example, when the angle coherence time is 10 times
of the channel coherence time [6], the average complexity for
the codebook update is O(MP2P /10). By adding these two
parts of complexity together, we can obtain that the overall
complexity of the proposed quantized feedback technique
using the AoD-adaptive subspace codebook is O(M2P +
MP2P /10). For the traditional channel feedback scheme,
the size of feedback codebook should be proportional to
2M [4], [5]. Therefore, the traditional channel feedback
scheme has the complexity O(M2M ). Since P � M ,
the complexity of the proposed quantized feedback technique
using the AoD-adaptive subspace codebook is smaller than
that of the traditional channel feedback scheme.

C. AoD Acquisition

In this subsection, we will describe how the BS and users
obtain AoDs within the angle coherence time. As presented
in Subsection II-B, users are assumed to have obtained their
channel estimates. Then, the users can estimate the AoDs from

the channel estimates by using the multiple signal classifi-
cation (MUSIC) algorithm [28]. Specifically, the correlation
matrix of channel vector hu of the u-th user can be calculated
as Ru = E[huhH

u], where the expectation is estimated using
the sample average obtained over several channel estimates
during the angle coherence time. Based on Ru, AoDs can be
estimated by using the classical MUSIC algorithm [28]. Since
the BS also needs to know AoDs to generate the proposed
AoD-adaptive subspace codebook Cu, the estimated AoDs
have to be fed back to the BS. A common uniform quantization
can be adopted to quantize each AoD with B0 bits. Since
the angle coherence time is much longer than the channel
coherence time, the average overhead for AoD feedback is
not high.

IV. PERFORMANCE ANALYSIS OF THE PROPOSED

AOD-ADAPTIVE SUBSPACE CODEBOOK

In this section, we evaluate the performance of the proposed
AoD-adaptive subspace codebook in the large-dimension
regime, i.e., the number of the BS antennas M is sufficiently
large. We firstly calculate the rate gap between the ideal case
of the perfect CSIT and the practical case of the proposed
quantized feedback technique using the AoD-adaptive sub-
space codebook. Then, we analyze the quantization error of
the proposed codebook which dominates the rate gap. Finally,
we derive a lower bound of the required number of feedback
bits to limit the rate gap within a constant value.

A. Rate Gap of Quantized Channel Feedback

In the ideal case of the perfect CSIT at the BS, i.e., Ĥ = H,
the ZF precoding vector vIdeal,i ∈ C

M×1 is obtained as the
normalized i-th column of H†. Thus, vIdeal,i is orthogonal to
the u-th user’s channel vector hu for any i �= u, i.e., the inter-
user interference |hH

uvIdeal,i| = 0. The corresponding per-user
rate is

RIdeal = E
[
log2

(
1 +

γ

U
|hH

uvIdeal,u|2
)]

. (13)

In the practical case of the quantized channel feedback tech-
nique, the BS can only obtain the quantized channel Ĥ, which
is not identical to the ideal channel H. The ZF precoding is
performed based on Ĥ, and the precoding vector v̂i ∈ CM×1

is obtained as the normalized i-th column of Ĥ†. Since the
inter-user interference is nonzero now (i.e., |hH

uv̂i| �= 0),
the degraded per-user rate RQuantized is shown in (9). Following
[5, Th. 1], the rate gap ΔRQuantized = RIdeal − RQuantized can
be upper bounded as

ΔRQuantized ≤ log2

(
1 + (U − 1)

γ

U
E

[
‖hu‖2

]
E

[∣∣∣h̃H
uv̂i

∣∣∣
2
])

,

(14)

where h̃u is the normalized channel vector in (5), and the

inter-user interference E

[∣∣∣h̃H
u v̂i

∣∣∣
2
]

in (14) is expressed in the

following Lemma 1.

Lemma 1: The inter-user interference E

[∣∣∣h̃H
u v̂i

∣∣∣
2
]

is domi-

nated by the quantization error E
[
sin2

(
�

(
h̃u, ĥu

))]
,
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i.e., for any u �= i,

E

[∣∣∣h̃H
uv̂i

∣∣∣
2
]

= αE
[
sin2

(
�

(
h̃u, ĥu

))]
, (15)

where α is a scale factor.
Proof: h̃u = hu

�hu� is the normalized channel vector of the

u-th user. ĥu = ‖hu‖ cu,iu is the quantized channel vector,
where cu,iu is the unit-norm quantization vector with index

iu in the codebook Cu. We define Z = sin2
(
�

(
h̃u, ĥu

))
=

sin2
(
�

(
h̃u, cu,iu

))
. Since the size of the codebook is lim-

ited, it is clear that Z �= 0. Thus, the normalized channel vector
h̃u can be decomposed along two orthogonal directions, one
is the direction of quantization vector cu,iu , and the other is
in the nullspace of cu,iu [5]:

h̃u =
√

1 − Zcu,iu +
√

Zq, (16)

where q is an unit-norm vector distributed in the null space of
cu,iu . Utilizing the orthogonality between cu,iu and q, we have

∣∣∣h̃H
uv̂i

∣∣∣
2

= (1 − Z)
∣∣cH

u,iu
v̂i

∣∣2 + Z
∣∣qHv̂i

∣∣2 . (17)

Since v̂i is the ZF precoding vector, which is orthogonal to
ĥu = ‖hu‖ cu,iu , we have

∣∣∣h̃H
uv̂i

∣∣∣
2

= Z
∣∣qHv̂i

∣∣2 . (18)

According to the results of [5], Z is independent with q and
v̂i, so we have

E

[∣∣∣h̃H
uv̂i

∣∣∣
2
]

= E [Z] E
[∣∣qHv̂i

∣∣2
]
. (19)

By denoting α = E
[∣∣qHv̂i

∣∣2
]
, we can obtain (15).

Lemma 2: The scale factor can be upper bounded as α ≤
1

P−1 when Âu = Au and M → ∞, where P is the number
of dominant paths per user.

Proof: The scale factor α denoting the scaling of the

inter-user interference E

[∣∣∣h̃H
uv̂i

∣∣∣
2
]

in (15) can achieve its

upper bound in an extreme case, where the channels of all the
U users are strongly correlated. In this case, U users share the
same clusters around the BS in the ray-based channel model,
i.e., P1 = P2 = · · · = PU = P and A1 = A2 = · · · =
AU = A. Thus, we can omit the subscript u of Pu, Au and
Âu in this proof.

Firstly, we look at the two vectors q and v̂i, respec-
tively. When Âu = Au, i.e., Â = A, as we presented in
Section III-B, both the feedback channel vector ĥu and nor-
malized channel vector h̃u are distributed in the column-space
of A, i.e., the channel subspace. Since h̃u can be orthogonally
discomposed along the directions of ĥu and q, q should also
be distributed in the column-space of A. Thus, q can be
expressed as q = At

�At� , where t ∈ CP×1 and we can assume
that ‖t‖ = 1 without loss of generality. Similar to the proof
in (12), utilizing the orthogonality among column vectors of
A when M → ∞, we have ‖At‖ M→∞= ‖t‖ = 1. Therefore,

q can be expressed as q M→∞= At. The precoding vector v̂i

is the normalized i-th column of H† = H(HHH)−1. By using

H = [h1,h2, · · · ,hU ] = A [g1,g2, · · · ,gP ] = AG, we
can express the precoding vector as v̂i = Au

�Au� where u
is assumed as a unit-norm vector without loss of generality.
Similar to the proof in (12), utilizing the orthogonality among
column vectors of A when M → ∞, we have ‖Au‖ M→∞=
‖u‖ = 1. Therefore, v̂i can be expressed as v̂i

M→∞= Au.
Then, we can calculate

E
[∣∣qHv̂i

∣∣2
]

M→∞= E
[∣∣tHAHAu

∣∣2
]

M→∞= E
[∣∣tHu

∣∣2
]
. (20)

where the second equation follows from the result AHA M→∞=
IP in Lemma 3 in Appendix I. By substituting the following
result presented in Lemma 4 in Appendix II that

E
[∣∣tHu

∣∣2
]

=
1

P − 1
, (21)

we obtain the upper bound on the scale factor as

α ≤ E
[∣∣qHv̂i

∣∣2
]

M→∞=
1

P − 1
. (22)

B. Quantization Error

In this subsection, we compute the quantization error
E

[
sin2

(
�

(
h̃u, ĥu

))]
in (15) in the large-dimension regime

when the proposed AoD-adaptive subspace codebook is con-
sidered. For the rest of this section, we omit the subscript u

for simplicity. Since
∥∥∥h̃

∥∥∥ = 1 and ĥ

‖ĥ‖ = ci, the quantization

error E
[
sin2

(
�

(
h̃, ĥ

))]
can be expressed as

E
[
sin2

(
�

(
h̃, ĥ

))]
= 1 − E

[∣∣∣h̃Hci

∣∣∣
2
]
, (23)

where h̃ = Ag
�h� according to (4). Similar to the proof in (12),

it is easy to show that ‖h‖ = ‖Ag‖ M→∞= ‖g‖. By denoting

g̃ = g
�g� , we have h̃ M→∞= Ag

�g�
M→∞= Ag̃. Combining

h̃ M→∞= Ag̃ and (10), we have

E

[∣∣∣h̃Hci

∣∣∣
2
]

M→∞= E

[∣∣∣g̃HAHÂwi

∣∣∣
2
]

M→∞= E
[∣∣Kg̃Hwi

∣∣2
]

M→∞= |K|2 E
[∣∣g̃Hwi

∣∣2
]
,

(24)

where the second equation is true due to AHÂ M→∞= KIP as
proved in Lemma 3 (see Appendix I). Since both g̃ and wi

are isotropically distributed vectors on the P -dimension unit
sphere, we have [5]

E
[∣∣g̃Hwi

∣∣2
]

> 1 − 2−
B

P−1 . (25)

Combining (23), (24), and (25), we have

E
[
sin2

(
�

(
h̃, ĥ

))]
< 1 − |K|2 (1 − 2−

B
P−1 ). (26)

By substituting |K|2 ≥ 1 − M2

3

(
π d

λ

)2
r22−2B0 (44) in

Appendix I into (26) and denoting β = M2

3 (π d
λ)2r22−2B0 ,
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we can obtain the upper bound on the quantization error
E

[
sin2

(
�

(
h̃, ĥ

))]
as

E
[
sin2

(
�

(
h̃, ĥ

))]
< β(1 − 2−

B
P−1 ) + 2−

B
P−1 . (27)

We can observe from (27) that a small β leads to a small
quantization error due to 2−

B
P−1 � 1. That means a small β,

i.e., a large number of AoD quantization bits B0 can achieve a
small quantization error. In addition, (27) can be rewritten as

E
[
sin2

(
�

(
h̃, ĥ

))]
< (1 − β)2−

B
P−1 + β, (28)

where a small quantization error can be achieved with a large
number of channel feedback bits B since β � 1 with a
reasonably designed B0.

C. Feedback Bits

Finally, based on the previous analytical results, we will
evaluate the required number of feedback bits B to guarantee
a constant rate gap ΔRQuantized ≤ log2 b bps/Hz. By combin-
ing (14), (15), and (28), we can obtain the rate gap as

ΔRQuantized ≤ log2

(
1 +

(U − 1)γ
U

E
[‖h‖2

]
α(1 − β)2−

B
P−1

+
(U − 1)γ

U
E

[‖h‖2
]
αβ

)
. (29)

Let ΔRQuantized ≤ log2

(
1+ (U−1)γ

U E
[‖h‖2

]
α(1−β)2−

B
P−1 +

(U−1)γ
U E

[‖h‖2
]
αβ

)
≤ log2 b bps/Hz, then the number of

feedback bits B should scale according to

B ≥ P − 1
3

SNR + (P − 1) log2

(U − 1)α(1 − β)
b − 1 − ξ

, (30)

where SNR = 10 log10
γ
U E

[
‖h‖2

]
is the signal-to-noise-

ratio (SNR) at the receiver and ξ = (U−1)γ
U E

[‖h‖2
]
αβ. Note

that ξ is also related to the receiver SNR.
Remark 1: We observe from (30) that the relationship

between B and SNR is very complicated due to ξ. However,
since ξ depends on β, which is usually very small, B in (30)
is dominated by the first item P−1

3 SNR when SNR increases.
That is to say, the required number of feedback bits B
approximately scales linearly with the number of dominant
paths P when SNR increases. If we assume that the perfect
AoD information is known, i.e., β = 0, we have ξ = 0
and the required number of feedback bits B ≥ P−1

3 SNR +
(P − 1) log2

(U−1)α
b−1 as shown in [1]. With the perfect AoD

information, B scales exactly linearly with P . Since P � M ,
the proposed AoD-adaptive subspace codebook can signifi-
cantly reduce the feedback overhead.

V. QUANTIZED CHANNEL FEEDBACK

VS. ANALOG CHANNEL FEEDBACK

In this section, we firstly propose a novel analog channel
feedback technique based on the channel subspace. Then,
we quantitatively analyze the proposed channel subspace based
analog feedback technique by evaluating the rate gap between
the ideal case of the perfect CSIT and the practical case of

the proposed analog feedback technique. Finally, we com-
pare the proposed quantized feedback technique using the
AoD-adaptive subspace codebook with the channel subspace
based analog feedback technique.

A. Analog Channel Feedback Technique

Analog linear modulation may be used for the channel
feedback without quantization (i.e., analog channel feedback)
due to its circumvention of codebook complexities and delays
associated with quantization, source coding and channel cod-
ing in quantized channel feedback techniques [29]. In the
traditional analog channel feedback technique, each element of
the channel vector hu in (1) is fed back without quantization
through the uplink noisy channel [29], [30]. Previous work has
compared the traditional analog feedback technique with the
quantized feedback technique using the RVQ codebook [31].
It has been shown that the quantized feedback technique
outperforms the analog feedback technique if the channel rate
(of uplink) is larger than the source rate (i.e., downlink CSI)
and the source is IID Gaussian over an AWGN channel. This
is because the effect of feedback noise vanishes at high SNR
for the quantized channel feedback technique but does not do
so for the analog channel feedback technique.

Different from the traditional analog channel feedback
technique [29], [30], in this paper, we propose a novel analog
channel feedback technique based on the channel subspace.
During the angle coherence time, we can assume that path
AoDs, i.e., the steering matrix Au of the u-th user is known
to the BS and the u-th user. In this case, since hu = Augu,
only the elements of the Pu × 1 path gain vector gu are fed
back through noisy uplink channel. The observation of the
path gain vector gu at the BS after noisy uplink channel is
given by [31]

zu =
√

μγUgu + nU,u, (31)

where γU is the uplink SNR (not in dB) and nU,u is the uplink
complex Gaussian noise, where each element has zero mean
and unit variance. The scale factor μ denotes the number of
channel uses to feedback one element of the path gain vec-
tor gu. The MMSE estimate of the path gain vector at the BS is
ǧu =

√
μγU

1+μγU
zu. We denote gu = ǧu+eg,u, where ǧu and eg,u

are mutually independent and have Gaussian components with
zero mean and variance μγUσ2

eg,u
and σ2

eg,u
= (1 + μγU)−1.

Then, by utilizing the path AoD information, i.e., steering
matrix Au, the BS can recover the channel vector ȟu obtained
from the proposed channel subspace based analog feedback as

ȟu = Auǧu. (32)

Therefore we can rewrite the channel vector hu as

hu = Augu = ȟu + Aueg,u. (33)

The MU-MIMO channel matrix obtained from the analog
channel feedback can be denoted as Ȟ =

[
ȟ1, ȟ2, · · · , ȟU

] ∈
CM×U .
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B. Rate Gap of the Analog Channel Feedback

Similar to the quantized channel feedback technique,
we consider the ZF precoding for downlink transmis-
sion, which is realized based on the MU-MIMO channel
matrix Ȟ obtained from the proposed channel subspace
based analog feedback technique. The ZF precoding matrix
V̌ = [v̌1, v̌2, · · · , v̌U ] ∈ CM×U consists of U different
M -dimension unit-norm precoding vectors v̌i ∈ CM×1, which
is obtained by the normalization of the i-th column of Ȟ†,
i.e., v̌i = Ȟ†(:,i)

‖Ȟ†(:,i)‖ . After the downlink channel, the received

signal at the u-th user can be described as

yu =
√

γ

U
hH

uv̌usu +
√

γ

U

U∑

i=1,i�=u

hH
uv̌isi + nu

(a)
=

√
γ

U
hH

uv̌usu +
√

γ

U

U∑

i=1,i�=u

eH
g,uA

H
uv̌isi + nu, (34)

where (a) is obtained by substituting (33) and ȟH
u v̌i = 0

(∀i �= u). The per-user rate of the proposed channel subspace
based analog feedback technique is

RAnalog =E

[
log2

(
1+

γ
U

∣∣hH
uv̌u

∣∣2

1+ γ
U

∑U
i=1,i�=u

∣∣eH
g,uAH

uv̌i

∣∣2

)]
. (35)

Defining the rate gap between the ideal case of the perfect
CSIT and the practical case of the analog channel feedback
technique as ΔRAnalog = RIdeal − RAnalog, we have

ΔRAnalog = E
[
log2

(
1 +

γ

U

∣∣hH
uvIdeal,i

∣∣2
)]

−E

[
log2

(
1+

γ
U

∣∣hH
uv̌u

∣∣2

1+ γ
U

∑U
i=1,i�=u

∣∣eH
g,uAH

uv̌i

∣∣2

)]
.

(36)

Following [31], ΔRAnalog can be upper bounded as

ΔRAnalog ≤ log2

(
1 + (U − 1)

γ

U
E

[∣∣eH
g,uA

H
uv̌i

∣∣2
])

. (37)

Next we evaluate the upper bound on the inter-user interfer-
ence E

[∣∣eH
g,uA

H
u v̌i

∣∣2
]
. As is clear, the inter-user interference

E
[∣∣eH

g,uA
H
uv̌i

∣∣2
]

can achieve its upper bound in an extreme
case, where the channels of all the U users are strongly
correlated, i.e., the U users share the same clusters around
the BS. In this extreme case, P1 = P2 = · · · = PU = P
and A1 = A2 = · · · = AU = A in the ray-based channel
model (1). Therefore, we omit the subscript u of Pu and
Au for the rest of this subsection. Since the ZF precoding
vector v̌i is the normalized i-th column of Ȟ† = Ȟ(ȞHȞ)−1,
by combining (32), we can express the precoding vector as
v̌i = Ap where ‖p‖ = 1. Therefore we can upper bound the
inter-user interference as

E
[∣∣eH

g,uA
H
u v̌i

∣∣2
]
≤ E

[∣∣eH
g,uA

HAp
∣∣2

]

= E
[
pHAHAE

[
eg,ueH

g,u

]
AHAp

]
(38)

By substituting AHA M→∞= IP and E
[
eg,ueH

g,u

]
= σ2

eg,u
IP ,

we obtain the upper bound on the inter-user interference as

E
[∣∣eH

g,uA
H
uv̌i

∣∣2
]
≤ σ2

eg,u
. (39)

By combining (37) and (39), we further obtain the upper bound
on the rate gap of the proposed channel subspace based analog
feedback technique as

ΔRAnalog ≤ log2

(
1 +

γ(U − 1)
U

σ2
eg,u

)

= log2

(
1 +

γ(U − 1)
U

(1 + μγU)−1

)
. (40)

C. Quantized Channel Feedback v.s. Analog Channel
Feedback

Recall the rate gap ΔRQuanized of the proposed quantized
feedback technique using the AoD-adaptive subspace code-
book in (29). We assume that the AoD information is perfectly
known, thus β = 0. Similar to (12), we can easily obtain
that E

[‖h‖2
]

= P . Therefore the rate gap ΔRQuanized of the
quantized channel feedback technique can be further bounded
as

ΔRQuanized ≤ log2

(
1 +

γP (U − 1)
U(P − 1)

2−
B

P−1

)
. (41)

Following the assumption in [31] that the digital feedback link
can be operated error-free and at capacity, i.e., log2(1 + γU)
bits can be transmitted per channel use. To feedback the
path gain vector g in our proposed channel subspace based
analog feedback technique, μP channel uses are required
where μ is the number of channel use per element. Therefore,
B = μP log2(1 + γU) bits can be transmitted using the
same feedback resource as the analog channel feedback. By
substituting B = μP log2(1+γU) into (41), we rewrite the rate
gap ΔRQuanized of the proposed quantized feedback technique
using the AoD-adaptive subspace codebook as

ΔRQuanized ≤ log2

(
1 +

γP (U − 1)
U(P − 1)

(1 + γU)−
μP

P−1

)
. (42)

Remark 2: We compare the rate gap of the analog and
quantized feedback technique as the scale factor α grows
large with a constant uplink SNR γU. For the analog feedback
technique (40), 2ΔRAnalog decreases inversely with the scale
factor μ when μ → ∞. While for the quantized channel
feedback technique (42), 2ΔRQuanized decreases exponentially
with the scale factor μ when μ → ∞. Therefore, we can
conclude that the quantized feedback technique outperforms
the analog feedback technique when μ grows large, which
will be verified by simulations.

Remark 3: We compare the rate gap of the analog and quan-
tized feedback technique as the uplink SNR γU grows large
with a constant scale factor μ. For the analog feedback tech-
nique (40), 2ΔRAnalog decreases inversely with the uplink SNR
γU when γU → ∞. For the quantized feedback technique (42),
2ΔRQuanized decreases proportionally with μP

P−1 -power of γU

when γU → ∞. Therefore, we should consider two cases:
μ < P−1

P and μ > P−1
P . If μ < P−1

P , the analog feedback
technique outperforms the quantized feedback technique when
the uplink SNR grows large. If μ > P−1

P , the quantized
feedback technique outperforms the analog channel feedback
technique when the uplink SNR grows large.
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TABLE I

SYSTEM PARAMETERS FOR SIMULATIONS

Fig. 3. The per-user rate of the ideal case of the perfect CSIT and the practical
case of quantized feedback techniques, where the proposed AoD-adaptive
subspace codebook under the RVQ framework and the Lloyd framework,
the traditional channel statistics-based codebook [15], and the traditional
UE-based limited feedback method [9] are considered. The rate gap between
the ideal case of the perfect CSIT and the proposed codebook is limited within
a constant value when the receiver SNR increases, which is consistent with
our theoretical analysis in Section IV-C.

Note that our comparison is based on the proposed channel
subspace based analog feedback technique and the proposed
quantized feedback technique using the AoD-adaptive sub-
space codebook. Our analytical results are consistent with the
comparison results between the traditional analog feedback
technique and the traditional quantized feedback technique
using the RVQ codebook [31].

VI. SIMULATION RESULTS

A simulation study is carried out in this section. The main
system parameters are described in Table I. We consider the
ULA of antennas at the BS with the array response a (φu,i)
in (2). The per-user rate RIdeal of the ideal case of the
perfect CSIT is calculated according to (13). The per-user rate
RQuantized of the practical case of the proposed quantized feed-
back technique using the AoD-adaptive subspace codebook
is calculated according to (9). The per-user rate RAnalog of
the practical case of the proposed channel subspace based
analog feedback technique is calculated according to (35).
The proposed AoD-adaptive subspace codebook is generated
under the RVQ framework except for Fig. 3, where both the
RVQ framework and Lloyd framework are considered. The
downlink receiver SNR is 10 dB for all figures except for
Fig. 3. The number of BS antennas is M = 128 for all
figures except for Fig. 4. The number of dominant paths per
user is P = 4 for all figures except for Fig. 6.

Fig. 4. Comparison between the theoretical upper bound (29) on the rate gap
and the simulated rate gap of the proposed AoD-adaptive subspace codebook
against the number of BS antennas M . The theoretical rate gap becomes tight
enough when the number of BS antennas exceeds 120.

Fig. 3 shows the per-user rate of the ideal case of the
perfect CSIT and the practical case of the quantized feed-
back techniques. For the quantized feedback techniques,
the proposed AoD-adaptive subspace codebook under the RVQ
framework and the Lloyd framework, the traditional channel
statistics-based codebooks [15], and the traditional UE-based
limited feedback method [9] are considered. The number of
AoD quantization bits is B0 = 7 and the number of feedback
bits B is set as (30) with b = 3. We observe that the rate gap
between the ideal case of the perfect CSIT and the proposed
AoD-adaptive subspace codebook can be limited within a
constant value when the receiver SNR increases, which is
consistent with our theoretical analysis in Section IV-C. The
proposed codebook under the RVQ framework and the Lloyd
framework have similar performance. Besides, the proposed
codebook outperforms the traditional channel statistics-based
codebook and the UE-based limited feedback method.

Then, we evaluate the analytical upper bound (29) on the
rate gap of the proposed AoD-adaptive subspace codebook
against the number of BS antennas M . The number of
feedback bits B is set as (30) with b = 3. We assume that
the AoD information is perfectly known for the proposed
codebook. Fig. 4 shows the theoretical upper bound on rate
gap (29) and the simulated rate gap of the proposed codebook,
which is obtain by RQuantized − RIdeal. We observe that the
theoretical rate gap becomes tight when the number of BS
antennas exceeds 120.

Fig. 5 shows the required number of feedback bits B for the
proposed AoD-adaptive subspace codebook to limit the rate
gap ΔRQuanized = RIdeal−RQuantized within log2 b = log2 2 = 1
bps/Hz against the number of dominant paths per user P . The
number of feedback bits B is set as (30) with b = 2 and the
AoD information is assumed to be perfectly known for the
proposed codebook. We observe that the required number of
feedback bits B scales linearly with the number of dominant
paths P . It is consistent with the theoretical result (30) on
the required number of feedback bits, which is also shown
in Fig. 5 for comparison. Note that the required number of
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Fig. 5. The required number of feedback bits B for the proposed
AoD-adaptive subspace codebook to limit the rate gap within a constant
value. B scales linearly with the number of dominant paths per user P ,
which is consistent with the theoretical result (30) on the required number of
feedback bits.

Fig. 6. The per-user rate of the proposed AoD-adaptive subspace codebook
against the number of AoD quantization bits B0. The per-user rate of the
proposed codebook increases with B0. Since the angle coherence time is
comparably long, the average required number of AoD quantization bits is
not large.

feedback bits B = 0 when P = 1. This is because no feedback
bit is required for the LOS channel (P = 1) when the AoD
information is known.

In Fig. 6, we compare the per-user rate of the pro-
posed AoD-adaptive subspace codebook with the perfect AoD
information and the imperfect AoD information. For the
imperfect AoD information case, each AoD is quantized by
B0 bits. The number of feedback bits B is set as (30) with
b = 3. We observe that the per-user rate of the proposed
AoD-adaptive subspace codebook increases with the number
of AoD quantization bits B0. Note that when B0 = 8,
the per-user rate of the proposed AoD-adaptive subspace
codebook with imperfect AoDs is close to that with perfect
AoDs. Since the angle coherence time is comparably long,
the average required number of AoD quantization bits is

Fig. 7. The rate gap comparison between the proposed quantized feedback
technique using the AoD-adaptive subspace codebook ΔRQuanized and the
proposed channel subspace based analog feedback technique ΔRAnalog. The
rate gap of the quantized feedback technique decreases (exponentially) more
quickly than that of the analog feedback technique (inversely).

Fig. 8. The rate gap comparison between the proposed quantized feedback
technique using the AoD-adaptive subspace codebook ΔRQuanized and the
proposed channel subspace based analog feedback technique ΔRAnalog.
μ = 0.5 ≤ P−1

P
and μ = 0.8 ≥ P−1

P
are configured, respectively. The

simulated results are consistent with the Remark 3 in section V.

not large. For example, assuming the angle coherence time is
10 times of the channel coherence time, the average number
of AoD quantization bits is P × B0/10 ≈ 3.

Finally, we compare the rate gap of proposed quantized
feedback technique using the AoD-adaptive subspace code-
book and the proposed channel subspace based analog feed-
back technique in Fig. 7 and Fig. 8. The number of feedback
bits is set as B = μP log2(1 + γU) and the AoD information
is assumed to be perfectly known. As shown in Fig. 7, where
a constant uplink SNR γU = 5 is configured, the rate gap
of the quantized feedback technique decreases (exponentially)
faster than that of the analog feedback technique (inversely)
as μ increase. That is to say, the quantized feedback technique
outperforms the analog feedback technique when μ grows
large, which is consistent with the Remark 2. As shown
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in Fig. 8, the rate gap of the quantized feedback technique
is larger than that of the analog feedback technique when
μ = 0.5 ≤ P−1

P is configured. While the rate gap of the
quantized feedback technique is smaller than that of the analog
feedback technique when μ = 0.8 ≥ P−1

P is configured. These
simulated results are consistent with the Remark 3.

VII. CONCLUSIONS

In this paper, we have proposed the AoD-adaptive subspace
codebook for channel feedback in FDD massive MIMO sys-
tems. By exploiting the property that path AoDs vary more
slowly than path gains, the proposed codebook can achieve
significant reduction of feedback overhead. We have also
provided performance analysis of the proposed codebook in
the large-dimension regime, from which we have shown that
the required number of feedback bits only scales linearly with
the number of dominant paths, not with the number of BS
antennas. Moreover, we have compared the proposed quan-
tized feedback technique using the AoD-adaptive codebook
with a proposed channel subspace based analog feedback
technique. These analytical results are verified by extensive
simulations.

APPENDIX I

In this Apppendix, we prove the following Lemma 3 in
the large-dimension regime which is used in the proof of
Lemma 2 as well as in the analysis of quantization error in
Section IV-B.

Lemma 3: The steering vectors of the dominant paths
with distinguished AoDs (i.e., the column vectors of A) are
asymptotically orthogonal to each other when M → ∞,
i.e., AHA M→∞= IP . When the AoD quantization error is
small, AHÂ M→∞= KIP where |K|2 ≥ 1− M2

3 (π d
λ )2r22−2B0 .

Proof: For the scenario with a ULA of antennas at the BS,
the (p, q)-th element of AHÂ can be expressed as

∣∣∣a(φp)Ha(φ̂q)
∣∣∣ =

∣∣∣∣Υ
(

d

λ
δp,q

)∣∣∣∣ , (43)

where δp,q = sin(φp) − sin(φ̂q) and Υ(x) � sin(Mπx)
M sin(πx) .

According to the characteristics of Υ(x), when |x| � 1
M ,

i.e., |δp,q| � λ
Md , we have |Υ(x)| M→∞= 0 [32]. Now we

consider the following two cases:
i) If Â = A, i.e., δp,q = sinφp − sin φq , the absolute diag-

onal element of AHA can be expressed as
∣∣∣a (φp)

H a (φp)
∣∣∣ =∣∣Υ

(
d
λδp,p

)∣∣ = |Υ(0)| = 1. For the non-diagonal element
a (φp)

H a (φq) (p �= q), since AoDs φp and φq are distin-
guished enough, i.e., |δp,q| = |sin φp − sin φq| � λ

Md , the
absolute non-diagonal element of AHA can be expressed as∣∣∣a (φp)

H a (φq)
∣∣∣ =

∣∣Υ
(

d
λδp,q

)∣∣ M→∞= 0. Therefore, we have

AHA M→∞= IP .
ii) Otherwise Â �= A, i.e., δp,q = sin φp − sin φ̂q ,

the absolute diagonal element of AHÂ can be expressed

as

∣∣∣∣a (φp)a
(
φ̂p

)H
∣∣∣∣ =

∣∣Υ
(

d
λδp,p

)∣∣, where |δp,p| =
∣∣∣sinφp − sin φ̂p

∣∣∣ is the AoD quantization error. With uniform

quantization, |δp,p| ≤ r2−B0 , where r is the difference
between the maximum and minimum values over which
sin(φp) is quantized and B0 is the number of AoD quan-
tization bits. We denote the diagonal element of AHÂ as
K = a (φp)

H a
(
φ̂p

)
. By using (43), we have

|K|2 =
sin2

(
π d

λδp,pM
)

M2 sin2
(
π d

λδp,p

)

(a)≈ 1 − M2

3

(
π

d

λ

)2

δ2
p,p

(b)

≥ 1 − M2

3

(
π

d

λ

)2

r22−2B0 , (44)

where (a) is obtained by the second-order Taylor’s expansion
of sin2

(
π d

λδp,pM
)

=
(
π d

λδp,pM
)2−(

π d
λδp,pM

)4
/3 and the

first-order Taylor’s expansion of sin2
(
π d

λδp,p

)
=

(
π d

λδp,p

)2
.

(b) holds true due to |δp,p| ≤ r2−B0 . For the non-diagonal

element a (φp)
H a

(
φ̂q

)
(p �= q), we have

|δp,q| = | sin φp − sin φ̂q|
= | sin φp − sin φq + sin φq − sin φ̂q|
≥ | sin φp − sin φq| − | sinφq − sin φ̂q|
(a)

≥ | sin φp − sin φq| − r2−B0 , (45)

where (a) is true since the AoD quantization | sin φq −
sin φ̂q| ≤ r2−B0 . We assume that B0 is properly chosen (large
enough) so that |δp,q| � λ

dM . Thus, the absolute non-diagonal

element of AHÂ can be expressed as
∣∣∣a (φp)

H a
(
φ̂q

)∣∣∣ =
∣∣Υ

(
d
λδp,q

)∣∣ M→∞= 0. Therefore, we have proved that

AHÂ M→∞= KIP .
In summary, for the scenario of a ULA of antennas at the

BS, AHA M→∞= IP and AHÂ M→∞= KIP , where |K|2 ≥
1 − M2

3 (π d
λ )2r22−2B0 .

For the scenario of a UPA of antennas at the BS, we can
rewrite the antenna array response (3) as

a (φ, θ) = ah(φ, θ) ⊗ av(φ, θ), (46)

where the horizontal steering vector is ah(φ, θ) =
1√
M1

[
1, ej2π d

λ cos θ sin φ, · · · , ej2π d
λ (M1−1) cos θ sin φ

]T

and the vertical steering vector is av(φ, θ) =
1√
M2

[
1, ej2π d

λ sin θ, · · · , ej2π d
λ (M2−1) sin θ

]T
. Similar to

the ULA scenario, we calculate the (p, q)-th element of AHÂ
as

a (φp, θp)
H a

(
φ̂q, θ̂q

)
=

(
ah(φp, θp)Hah(φ̂q, θ̂q)

)

⊗
(
av(φp, θp)Hav(φ̂q, θ̂q)

)
. (47)

By denoting ζp,q = cos θp sin φp − cos θ̂q sin φ̂q and ξp,q =
sin θp − sin θ̂q , we have
∣∣∣a (φp, θp)

H a
(
φ̂q, θ̂q

)∣∣∣ =
∣∣∣∣Υ

(
d

λ
ζp,q

)∣∣∣∣

∣∣∣∣Υ
(

d

λ
ξp,q

)∣∣∣∣ . (48)

Now we consider the following two cases:
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i) If Â = A, i.e., ζp,q = cos θp sin φp − cos θq sin φq

and ξp,q = sin θp − sin θq , the absolute diagonal element

of AHA can be expressed as
∣∣∣a (φp, θp)

H a (φp, θp)
∣∣∣ =

|Υ (
d
λζp,p)

∣∣ ∣∣Υ( d
λξp,p

) | = |Υ(0)||Υ(0)| = 1. The absolute
non-diagonal element of AHA is |a (φp, θp)

H a (φq, θq) | =
|Υ (

d
λζp,q

) ||Υ (
d
λξp,q

) | M→∞= 0, since the azimuth AoDs φp

and φq (elevation AoDs θp and θq) are distinguished enough.

Therefore, we have AHA M→∞= IP .
ii) Otherwise Â �= A, i.e., ζp,q = cos θp sin φp −

cos θ̂q sin φ̂q and ξp,q = sin θp − sin θ̂q. For the diagonal
element, we have

|K|2 =
∣∣∣∣Υ

(
d

λ
ζp,p

)∣∣∣∣
2 ∣∣∣∣Υ

(
d

λ
ξp,p

)∣∣∣∣
2

=
sin2

(
π d

λζp,pM1

)

M2
1 sin2

(
π d

λζp,p

) × sin2
(
π d

λξp,pM2

)

M2
2 sin2

(
π d

λξp,p

) . (49)

For the non-diagonal element, similar to the ULA sce-
nario, when the number of AoD quantization bits B0

is properly chosen, we have
∣∣∣a (φp, θp)

H a
(
φ̂q, θ̂q

)∣∣∣ =
∣∣Υ

(
d
λζp,q

)∣∣ ∣∣Υ
(

d
λδp,q

)∣∣ M→∞= 0. Therefore, we have

AHÂ M→∞= KIP .
In summary, for the scenario of a UPA of antennas

at the BS, we have proved that AHA M→∞= IP , and
AHÂ M→∞= KIP .

APPENDIX II

In this appendix, we prove the following Lemma 4 which
is used in the proof of Lemma 2.

Lemma 4: In the extreme case that all U users share the
same clusters around the BS, i.e., P1 = P2 =, · · · , = PU = P
and A1 = A2 =, · · · , = AU = A, the subscript u of Pu,
Au and Âu can be omitted. We have E

[|tHu|2] = 1
P−1 .

Proof: Based on Section IV, we know that q = At and
the feedback channel vector can be expressed as ĥu =
‖hu‖Âwiu . Considering that q is distributed in the null space
of ĥu as shown in Lemma 2, we have

qHĥu = tHAH ‖hu‖ Âwiu = 0, (50)

where AHÂ M→∞= KIP according to Appendix I. Therefore,
we have tHwiu = 0, i.e., t is isotropically distributed in the
null space of wiu .

On the other hand, based on Section IV, the ZF precoding
vector can be expressed as v̂i = Au, and the feedback channel
vector can be expressed as ĥu = ‖hu‖ Âwiu . Since the
ZF precoding vector v̂i is orthogonal to ĥu, i.e.,

v̂H
i ĥu = uHAH ‖hu‖ Âwiu = 0, (51)

where AHÂ M→∞= KIP according to Appendix I. Therefore,
we have uHwiu = 0, i.e., u is isotropically distributed in the
null space of wiu .

Now we have proved that both t and u are unit-norm
isotropic vectors in the null space of wiu . Based on [5],
we have

E
[|tHu|2] =

1
P − 1

. (52)

REFERENCES

[1] W. Shen, L. Dai, G. Gui, Z. Wang, R. W. Heath, Jr., and F. Adachi,
“AoD-adaptive subspace codebook for channel feedback in FDD massive
MIMO systems,” in Proc. IEEE Int. Conf. Commun. (ICC), May 2017,
pp. 1–5.

[2] F. Rusek et al., “Scaling up MIMO: Opportunities and challenges with
very large arrays,” IEEE Signal Process. Mag., vol. 30, no. 1, pp. 40–60,
Jan. 2013.

[3] D. J. Love, R. W. Heath, V. K. N. Lau, D. Gesbert, B. D. Rao,
and M. Andrews, “An overview of limited feedback in wireless com-
munication systems,” IEEE J. Sel. Areas Commun., vol. 26, no. 8,
pp. 1341–1365, Oct. 2008.

[4] D. J. Love, R. W. Heath, and T. Strohmer, “Grassmannian beamforming
for multiple-input multiple-output wireless systems,” IEEE Trans. Inf.
Theory, vol. 49, no. 10, pp. 2735–2747, Oct. 2003.

[5] N. Jindal, “MIMO broadcast channels with finite-rate feedback,” IEEE
Trans. Inf. Theory, vol. 52, no. 11, pp. 5045–5060, Nov. 2006.

[6] V. Va, J. Choi, and R. W. Heath, Jr., “The impact of beamwidth on
temporal channel variation in vehicular channels and its implications,”
IEEE Trans. Veh. Technol., vol. 66, no. 6, pp. 5014–5029, Jun. 2017.

[7] P. H. Kuo, H. T. Kung, and P. A. Ting, “Compressive sensing based chan-
nel feedback protocols for spatially-correlated massive antenna arrays,”
in Proc. IEEE Wireless Commun. Netw. Conf. (WCNC), Apr. 2012,
pp. 492–497.

[8] X. Rao and V. K. N. Lau, “Distributed compressive CSIT estimation
and feedback for FDD multi-user massive MIMO systems,” IEEE Trans.
Signal Process., vol. 62, no. 12, pp. 3261–3271, Jun. 2014.

[9] P. N. Alevizos, X. Fu, N. Sidiropoulos, Y. Ye, and A. Bletsas.
(2018). “Limited feedback channel estimation in massive MIMO with
non-uniform directional dictionaries.” [Online]. Available: https://arxiv.
org/abs/1712.10085

[10] B. Lee, J. Choi, J.-Y. Seol, D. J. Love, and B. Shim, “Antenna grouping
based feedback compression for FDD-based massive MIMO systems,”
IEEE Trans. Commun., vol. 63, no. 9, pp. 3261–3274, Sep. 2015.

[11] A. Adhikary, J. Nam, J.-Y. Ahn, and G. Caire, “Joint spatial division and
multiplexing—The large-scale array regime,” IEEE Trans. Inf. Theory,
vol. 59, no. 10, pp. 6441–6463, Oct. 2013.

[12] M. S. Sim, J. Park, C.-B. Chae, and R. W. Heath, Jr., “Compressed
channel feedback for correlated massive MIMO systems,” IEEE/KICS
J. Commun. Netw., vol. 18, no. 1, pp. 95–104, Feb. 2016.

[13] J. Choi, Z. Chance, D. J. Love, and U. Madhow, “Noncoherent trellis
coded quantization: A practical limited feedback technique for massive
MIMO systems,” IEEE Trans. Commun., vol. 61, no. 12, pp. 5016–5029,
Dec. 2013.

[14] N. Ravindran, N. Jindal, and H. C. Huang, “Beamforming with finite
rate feedback for LOS MIMO downlink channels,” in Proc. IEEE Global
Commun. Conf. (GLOBECOM), Nov. 2007, pp. 4200–4204.

[15] D. J. Love and R. W. Heath, “Limited feedback diversity techniques
for correlated channels,” IEEE Trans. Veh. Technol., vol. 55, no. 2,
pp. 718–722, Mar. 2006.

[16] B. Clerckx, G. Kim, and S. Kim, “MU-MIMO with channel statistics-
based codebooks in spatially correlated channels,” in Proc. IEEE
GLOBECOM, Dec. 2008, pp. 1–5.

[17] W. Shen, L. Dai, Y. Zhang, J. Li, and Z. Wang, “On the perfor-
mance of channel-statistics-based codebook for massive MIMO channel
feedback,” IEEE Trans. Veh. Technol., vol. 66, no. 8, pp. 7553–7557,
Aug. 2017.

[18] Study on Channel Model for Frequencies From 0.5 to 100 GHz V14.2.0,
document TR 38.901, 3GPP, 2017.

[19] K. Venugopal, A. Alkhateeb, N. González-Prelcic, and R. W. Heath, Jr.,
“Channel estimation for hybrid architecture-based wideband millime-
ter wave systems,” IEEE J. Sel. Areas Commun., vol. 35, no. 9,
pp. 1996–2009, Sep. 2017.

[20] D. Tse and P. Viswanath, Fundamentals of Wireless Communication.
Cambridge, U.K.: Cambridge Univ. Press, 2005.

[21] A. Alkhateeb, O. El Ayach, G. Leus, and R. W. Heath, Jr., “Channel
estimation and hybrid precoding for millimeter wave cellular systems,”
IEEE J. Sel. Topics Signal Process., vol. 8, no. 5, pp. 831–846,
Oct. 2014.

[22] W. Shen, L. Dai, Y. Shi, B. Shim, and Z. Wang, “Joint channel training
and feedback for FDD massive MIMO systems,” IEEE Trans. Veh.
Technol., vol. 65, no. 10, pp. 8762–8767, Oct. 2016.

[23] J. Choi, D. J. Love, and P. Bidigare, “Downlink training techniques for
FDD massive MIMO systems: Open-loop and closed-loop training with
memory,” IEEE J. Sel. Topics Signal Process., vol. 8, no. 5, pp. 802–814,
Oct. 2014.



SHEN et al.: CHANNEL FEEDBACK BASED ON AOD-ADAPTIVE SUBSPACE CODEBOOK IN FDD MASSIVE MIMO SYSTEMS 5247

[24] T. S. Rappaport et al., “Millimeter wave mobile communications for 5G
cellular: It will work!” IEEE Access, vol. 1, pp. 335–349, 2013.

[25] D. J. Ryan, “Performance of RVQ limited feedback beamforming
over correlated channels,” in Proc. IEEE Wireless Commun. Netw.
Conf. (WCNC), Apr. 2010, pp. 1–6.

[26] A. Narula, M. J. Lopez, M. D. Trott, and G. W. Wornell, “Efficient use
of side information in multiple-antenna data transmission over fading
channels,” IEEE J. Sel. Areas Commun., vol. 16, no. 8, pp. 1423–1436,
Oct. 1998.

[27] Y. Linde, A. Buzo, and R. M. Gray, “An algorithm for vector quantizer
design,” IEEE Trans. Commun., vol. 28, no. 1, pp. 84–95, Jan. 1980.

[28] R. O. Schmidt, “Multiple emitter location and signal parameter estima-
tion,” IEEE Trans. Antennas Propag., vol. AP-34, no. 3, pp. 276–280,
Mar. 1986.

[29] T. L. Marzetta and B. M. Hochwald, “Fast transfer of channel state
information in wireless systems,” IEEE Trans. Signal Process., vol. 54,
no. 4, pp. 1268–1278, Apr. 2006.

[30] H. Shirani-Mehr and G. Caire, “Channel state feedback schemes for
multiuser MIMO-OFDM downlink,” IEEE Trans. Commun., vol. 57,
no. 9, pp. 2713–2723, Sep. 2009.

[31] G. Caire, N. Jindal, M. Kobayashi, and N. Ravindran, “Quantized
vs. analog feedback for the MIMO broadcast channel: A comparison
between zero-forcing based achievable rates,” in Proc. IEEE Int. Symp.
Inf. Theory, Jun. 2007, pp. 2046–2050.

[32] X. Gao, L. Dai, Z. Chen, Z. Wang, and Z. Zhang, “Near-optimal
beam selection for beamspace mmWave massive MIMO systems,” IEEE
Commun. Lett., vol. 20, no. 5, pp. 1054–1057, May 2016.

Wenqian Shen received the B.S. degree from
Xi’an Jiaotong University, Shaanxi, China, in 2013,
and the Ph.D. degree in electronic engineering
from Tsinghua University, Beijing, China, in 2018.
She is currently a Post-Doctoral Research Fellow
with the School of Information and Electronics,
Beijing Institute of Technology, Beijing. Her
research interests include massive MIMO and
mmWave communications. She has published sev-
eral journal and conference papers in the IEEE
TRANSACTIONS ON VEHICULAR TECHNOLOGY,

the IEEE ICC, and so on. She has received the IEEE ICC 2017 Best Paper
Award.

Linglong Dai received the B.S. degree from
Zhejiang University in 2003, the M.S. degree
(Hons.) from the China Academy of Telecommu-
nications Technology in 2006, and the Ph.D. degree
(Hons.) from Tsinghua University, Beijing, China,
in 2011. From 2011 to 2013, he was a Post-Doctoral
Research Fellow with the Department of Electronic
Engineering, Tsinghua University, where he was an
Assistant Professor from 2013 to 2016 and has
been an Associate Professor since 2016. He co-
authored the book mmWave Massive MIMO: A Par-

adigm for 5G (Academic Press, Elsevier, 2016). He has published over
60 IEEE journal papers and over 40 IEEE conference papers. He also
holds 15 granted patents. His current research interests include massive
MIMO, millimeter-wave communications, NOMA, sparse signal processing,
and machine learning. He has received five IEEE Best Paper Awards at
the IEEE ICC 2013, the IEEE ICC 2014, the IEEE ICC 2017, the IEEE
VTC 2017-Fall, and the IEEE ICC 2018. He has also received the Tsinghua
University Outstanding Ph.D. Graduate Award in 2011, the Beijing Excellent
Doctoral Dissertation Award in 2012, the China National Excellent Doctoral
Dissertation Nomination Award in 2013, the URSI Young Scientist Award
in 2014, the IEEE TRANSACTIONS ON BROADCASTING Best Paper Award
in 2015, the Second Prize of Science and Technology Award of the China
Institute of Communications in 2016, the Electronics Letters Best Paper Award
in 2016, the IEEE COMMUNICATIONS LETTERS Exemplary Editor Award
in 2017, the National Natural Science Foundation of China for Outstanding
Young Scholars in 2017, and the IEEE ComSoc Asia-Pacific Outstanding
Young Researcher Award in 2017. He currently serves as an Editor of the
IEEE TRANSACTIONS ON COMMUNICATIONS, the IEEE TRANSACTIONS
ON VEHICULAR TECHNOLOGY, and the IEEE COMMUNICATIONS LETTERS.
Particularly, he is dedicated to reproducible research and has made a large
amount of simulation code publicly available.

Byonghyo Shim received the B.S. and M.S. degrees
in control and instrumentation engineering from
Seoul National University, South Korea, in 1995 and
1997, respectively, and the M.S. degree in mathe-
matics and the Ph.D. degree in electrical and com-
puter engineering from the University of Illinois
at Urbana–Champaign, USA, in 2004 and 2005,
respectively. From 1997 and 2000, he was with the
Department of Electronics Engineering, Korean Air
Force Academy, as an Officer (First Lieutenant) and
an Academic Full-Time Instructor. From 2005 to

2007, he was with Qualcomm Inc., San Diego, CA, USA, as a Staff Engineer.
From 2007 to 2014, he was with the School of Information and Communica-
tion, Korea University, Seoul, as an Associate Professor. Since 2014, he has
been with the Seoul National University, where he is currently a Professor with
the Department of Electrical and Computer Engineering. His research interests
include wireless communications, statistical signal processing, compressed
sensing, and machine learning. He is an elected member of the Signal
Processing for Communications and Networking Technical Committee of
the IEEE Signal Processing Society. He was a recipient of the M. E. Van
Valkenburg Research Award from the ECE Department, University of Illinois,
in 2005, the Hadong Young Engineer Award from IEIE in 2010, and the
Irwin Jacobs Award from Qualcomm and KICS in 2016. He has served as
an Associate Editor of the IEEE TRANSACTIONS ON SIGNAL PROCESSING,
the IEEE TRANSACTIONS ON COMMUNICATIONS, the IEEE WIRELESS

COMMUNICATIONS LETTERS, and the Journal of Communications and
Networks, and a Guest Editor of the IEEE JOURNAL ON SELECTED AREAS

IN COMMUNICATIONS.

Zhaocheng Wang received the B.S., M.S., and
Ph.D. degrees from Tsinghua University in 1991,
1993, and 1996, respectively. From 1996 to 1997,
he was a Post-Doctoral Fellow with Nanyang Tech-
nological University, Singapore. From 1997 to 1999,
he was a Research Engineer/Senior Engineer with
OKI Techno Centre Pte. Ltd., Singapore. From
1999 to 2009, he was a Senior Engineer/Principal
Engineer with Sony Deutschland GmbH, Germany.
Since 2009, he has been a Professor with the Depart-
ment of Electronic Engineering, Tsinghua Univer-

sity, where he is currently the Director of the Broadband Communication
Key Laboratory, Beijing National Research Center for Information Science
and Technology.

His research interests include millimeter wave communications, optical
wireless communications, and digital broadcasting. He holds 34 U.S./EU
granted patents (23 of them as the first inventor) and published over 135 peer-
reviewed international journal papers. He authored or co-authored two books,
which have been selected by the IEEE Series on Digital and Mobile Com-
munication (Wiley–IEEE Press).

Prof. Wang is a fellow of the Institution of Engineering and Technol-
ogy. He received the ICC2013 Best Paper Award, the OECC2015 Best
Student Paper Award, the 2016 IEEE Scott Helt Memorial Award,
the 2016 National Award for Science and Technology Progress (First Prize),
and the ICC2017 Best Paper Award. He was the technical program co-chair of
many international conferences, including ICC and GlobeSIP. He was an Asso-
ciate Editor of the IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS

from 2011 to 2015 and an Associate Editor of the IEEE COMMUNICATIONS
LETTERS from 2013 to 2016.



5248 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 66, NO. 11, NOVEMBER 2018

Robert W. Heath, Jr., received the B.S. and M.S.
degrees in electrical engineering from the University
of Virginia, Charlottesville, VA, USA, in 1996 and
1997, respectively, and the Ph.D. degree in electrical
engineering from Stanford University, Stanford, CA,
USA, in 2002. From 1998 to 2001, he was a Senior
Member of the Technical Staff then as a Senior
Consultant at Iospan Wireless Inc., San Jose, CA,
USA, where he was involved in the design and
implementation of the physical and link layers of
the first commercial MIMO-OFDM communication

system. Since 2002, he has been with the Department of Electrical and
Computer Engineering, The University of Texas at Austin, where he is
currently a Cullen Trust for Higher Education Endowed Professor and also
a member of the Wireless Networking and Communications Group. He is
also the President and the CEO of MIMO Wireless Inc. He has authored the
book Introduction to Wireless Digital Communication (Prentice Hall, 2017)
and Digital Wireless Communication: Physical Layer Exploration

Lab Using the NI USRP (National Technology and Science Press, 2012) and
co-authored the book Millimeter Wave Wireless Communications (Prentice
Hall, 2014).

He is also an elected member of the Board of Governors for the IEEE
Signal Processing Society, a licensed Amateur Radio Operator, a Private Pilot,
and a registered Professional Engineer in Texas. He is a fellow of the National
Academy of Inventors. He has been a co-author of 16 award winning confer-
ence and journal papers, including the 2010 and 2013 EURASIP Journal on
Wireless Communications and Networking Best Paper Awards, the 2012 IEEE
Signal Processing Magazine Best Paper Award, the 2013 Signal Processing
Society Best Paper Award, the 2014 EURASIP Journal on Advances in Signal
Processing Best Paper Award, the 2014 and 2017 Journal of Communications
and Networks Best Paper Award, the 2016 IEEE Communications Society
Fred W. Ellersick Prize, the 2016 IEEE Communications and Information
Theory Societies Joint Paper Award, and the 2017 Marconi Prize Paper Award.
He received the 2017 EURASIP Technical Achievement Award. He was a
Distinguished Lecturer in the IEEE Signal Processing Society and is an ISI
Highly Cited Researcher.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


