
1536-1284/24/$25.00 © 2024 IEEE IEEE Wireless Communications • June 2024156

Abstract
Traditional massive multiple-input multi-

ple-output (MIMO) information theory adopts 
non-physically consistent assumptions, including 
white-noised, scalar-quantity, far-field, discretized, 
and monochromatic EM fields, which mismatch 
the nature of the underlying electromagnetic 
(EM) fields supporting the physical layer of wire-
less communication systems. To incorporate EM 
laws into designing procedures of the physical 
layer, we first propose the novel concept of EM 
physical layer, whose backbone theory is called 
EM information theory (EIT). In this article, we 
systematically investigate the basic ideas and main 
results of EIT. First, we review the fundamental 
analytical tools of classical information theory and 
EM theory. Then, we introduce the modeling and 
analysis methodologies of EIT, including contin-
uous field modeling, degrees of freedom, and 
mutual information analyses. Several EIT-inspired 
applications are discussed to illustrate how EIT 
guides the design of practical wireless systems. 
Finally, we point out the open problems of EIT, 
where further research efforts are required for EIT 
to construct a unified interdisciplinary theory.

Introduction
The past decade has witnessed the proliferation 
of the massive multiple-input multiple-output 
(MIMO) [1] from a theoretical concept to a prac-
tical technology. Thanks to the increase of trans-
ceiver antennas, the massive MIMO technology 
has triggered a significant performance improve-
ment in 5G wireless communications. However, 
prevailing analysis and design procedures for mas-
sive MIMO are usually based on white-noised, 
scalar-quantity, far-field [2], discretized [3], mono-
chromatic, and other non-physically consistent 
assumptions. These assumptions will gradually 
become invalid when an ultradense MIMO, that 
is, a continuous-aperture MIMO (CAP-MIMO), 
is considered. For example, the noise observed 
at each antenna will exhibit two distinct proper-
ties as the number of antennas grows. First, the 
noise will become correlated due to the strength-
ened electromagnetic (EM) mutual coupling. Sec-
ond, the noise power will increase because of 

the exacerbated thermal fluctuation within small 
volumes. Both of these two effects will cause the 
traditional MIMO information-theoretic models 
to over-estimate the channel capacity, leading to 
mismatches between the system design and the 
actual wireless channel properties in the novel 
architectures beyond massive MIMO. In response 
to these theoretical defects, the designing proce-
dure of traditional wireless physical layer should 
be extended by re-considering the EM propaga-
tion laws, which leads to the novel concept of 
EM physical layer. Correspondingly, a theory that 
can model and analyze the real-world EM wireless 
information system with physically interpretable 
and mathematically reasonable assumptions is of 
interest, which motivates the research of EM infor-
mation theory (EIT).

EIT is an interdisciplinary subject that integrates 
deterministic physical theory and statistical math-
ematical theory to study information transmission 
mechanisms in spatially continuous EM fields. Spe-
cifically, EIT unifies the basic laws and methodolo-
gies in both classical EM theory and information 
theory. As a result, EIT is capable of building a 
framework for system modeling and performance 
analysis that incorporates EM propagation in the 
analysis of wireless information systems.

In this article, we systematically investigate the 
basics and results of EIT. The basic ideas and main 
results of this article can be summarized as follows:
•	 The fundamental mathematical tools for clas-

sical information theory and EM theory are 
briefly reviewed at first. Specifically, degrees 
of freedom (DoF), prolate spheroidal wave 
functions (PSWFs), channel capacity, and Max-
well’s equations are introduced. To integrate 
the probabilistic nature of information theory 
and the continuous property of EM fields, ran-
dom fields are then introduced into EIT, which 
enables performance analysis based on EIT. 

•	 The basic EIT modeling methodologies are 
introduced for EM channels and EM noise. For 
EM channel modeling, both the deterministic 
and stochastic modeling approaches are dis-
cussed. For EM noise modeling, the noise fields 
are first categorized according to their different 
physical origins, and then the spatial correlation 
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ACCEPTED FROM OPEN CALL characteristics of diff erent kinds of noise fi elds 
are discussed separately. 

• EIT performance analysis methods are dis-
cussed. By applying the EIT modeling method-
ologies, the DoF, and the mutual information 
can be derived using mathematical tools includ-
ing the PSWFs, Karhunen-Loéve expansion, and 
random fi eld theories. 

• Moreover, several EIT-inspired applications are 
provided. For example, to approach the EIT 
capacity, the CAP-MIMO has been proposed 
by fully harvesting the mutual information in a 
limited aperture area. Benefi ting from the extra 
spatial DoF predicted by EIT, the location divi-
sion multiple access (LDMA) technology has 
been proposed to provide a new possibility for 
capacity improvement. 

• Finally, several open problems of EIT are dis-
cussed, including the analog and digital chal-
lenges brought by EIT, compatible EM noise 
modeling, and the evaluation of the EM capac-
ity. We explain the meanings of these open 
problems, and why they are important for 
future research in EIT.

fundAmentAls of eIt
In this section, we first distinguish two different 
definitions of DoF in information theory, that is, 
channel DoF and functional DoF. Then, we dis-
cuss the concept of channel capacity and its rela-
tion to DoF. After that, we introduce Maxwell’s 
equations to describe the propagation of EM 
fi elds. Finally, we employ random fi elds as the EIT 
foundation for unifying the probabilistic informa-
tion theory and deterministic fi eld theory.

degrees of freedom
DoF is a mathematical quantity that originally 
describes the number of independent parameters in 
a physical system. In the communication communi-
ty, the DoF usually refers to the number of orthog-
onal subchannels that can independently carry 
information, which is uniquely determined by the 
channel structure. It is usually calculated by count-
ing the signifi cant singular values of a given channel 
matrix [3]. Thus, we use the term channel DoF to 
describe such a number associated with a channel.

By contrast, in the information theory commu-
nity, the DoF has a mathematically rigorous defi-
nition that is firmly rooted in the spectral theory 
of functional analysis, leading to the concept of 
functional DoF. Generally, if a normed functional 
space  contains an N-dimensional subspace N
such that any function f   can be “well-approx-
imated” by some f̂  N, then it is reasonable to 
claim that the space  has an essential DoF of N. 
An inspiring and important example would be eval-
uating the DoF of a waveform channel bandlimited 
to [–W, W] Hz, as is shown in Fig. 1. Equivalently, 
we want to know how many real numbers can be 
communicated per unit time through this W-ban-
dlimited channel. Slepian [4] solved this problem 
by collecting all the W-bandlimited signals together 
into a functional space W, and asking at least how 
many coefficients {xn}Nn=1 are needed to approxi-
mate an arbitrary f(t)  W up to a precision of , 
that is, ||f(t) – Nn=1xnn(t)||/||f|| ≤ . This minimum 
number of coeffi  cients N is called the Kolmogorov 
N-width N(W) of the functional space W under 
given norm ||·||. Since data transmission usually 

takes place within a fi nite time interval [–T/2, T/2], 
the norm is chosen to be L2(–T/2, T/2). Then, the 
conclusion is that N = 2WT + (log(WT)) [4] holds 
for any given  > 0. This means that the W-band-
limited channel can essentially transmit 2WT real 
numbers within time T. In this case, the optimal 
basis waveforms ψn(t) are prolate spheroidal wave 
functions (PSWFs), which are shown in Fig. 1. Note 
that the functional DoF of the received signal y(t) is 
determined by evaluating the largest n before the 
eigenvalues n exhibit a cut-off  transition behavior.

chAnnel cApAcIty
Different from the notion of channel DoF, which 
characterizes the number of orthogonal subchan-
nels available, the channel capacity measures the 
error-free information transmission capability of the 
channel. Since the transmission errors are caused 
by random channel noise, the channel is informa-
tion-theoretically defi ned as a conditional transition 
probability that randomly maps the input to the 
output of the channel. Then, the mutual informa-
tion between the input and output can be defi ned, 
and the channel capacity is derived by taking the 
supremum of the mutual information over all possi-
ble input distributions of the channel.

The operational meaning of the channel capac-
ity is established by Shannon in his seminal paper 
[5] in 1948. To establish the operational meaning, 
he proved the achievability and converse theorem 
of the channel capacity. The achievability states 
that, for any given error probability and data rate 
lower than the capacity, there exists a pair of 
encoder-decoder of suffi  cient code length to oper-
ate below such an error probability. The converse
theorem states that, for an arbitrary data rate high-
er than capacity, no matter what kind of code is 
employed, the error probability is bounded away 
from zero. This prominent result indicates that, it 
is impossible to realize error-free transmission at a 
rate higher than the capacity. Thus, the value of 
channel capacity is established to be the funda-
mental transmission limit of a given channel.

FIGURE 1. Example of the functional DoF: Th e bandlimited AWGN channel and its eigen-
modes. Th e transmitted signal x(t) is time-limited by the temporal truncation operator T
before undergoing the W-bandlimited channel and a second truncation T. Th e output 
of this channel y(t) is then obtained by imposing an AWGN process n(t). Th e eigenmodes 
of this linear system are given by the prolate spheroidal wave functions (PSWFs) {ψn}

∞
n=0, 

with eigenvalues {n}
∞
n=0. In this fi gure, T = 2 s, W = 2 Hz, and thus the functional DoF of 

the recieved signal y(t) is 2WT = 8.

Bandlimited AWGN channel

eigenfunctions (order 0~3) eigenvalues

cut-off transitioncut-off transiff transif tion
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electromAgnetIc theory
EM theory is a branch of physics that studies the 
EM interaction in four-dimensional spacetime 
from a fi eld-theoretic point of view. The EM forc-
es are carried by EM vector fi elds, which are usu-
ally described by Maxwell’s equations. Maxwell’s 
equations are four linear partial diff erential equa-
tions that characterize how the electric fi elds and 
magnetic fi elds are altered by each other and by 
charges and currents. Combining these four equa-
tions, a vector wave equation can be obtained 
that manifests the existence of EM waves.

In wireless communications, to describe the 
electric fi eld E(r)  3 at the receiver induced by 
the source current J(s)  3 at the transmitter, the 
3D Green’s function G(r, s)  33 is usually intro-
duced as the spatial impulse response of EM sys-
tems [6], as is shown in Fig. 2.

Note that EM theory is a deterministic theory 
built on partial differential equations. Therefore, 
the full EM response is uniquely determined by 
the boundary conditions of the EM problem. As a 
result, pure EM theory cannot capture the random 
nature that arises in wireless communications.

rAndom fIelds for eIt
In order to apply information-theoretic analysis 
to EM fields, probabilistic measures should be 
assigned to the functional space containing all 
possible EM fi elds that satisfy Maxwell’s equations, 
which leads to the random field modeling for 
EIT. Gaussian random processes, usually indexed 
by the continuous time t, are widely applied to 
model communication signals, from which entro-
py rates and mutual information formulas can 
be derived. Gaussian random fields (GRFs) are 
generalized random processes that allow multiple 
index variables. Mathematically, GRFs are random 
multivariate functions whose finite-dimensional 
marginal distributions are Gaussian. Justified by 
the central limit theorem, many complicated spa-
tially dependent random values that arise in wire-
less communications can be modeled by GRFs. 
Inheriting favorable mathematical properties from 

Gaussian distributions, GRF models exhibit good 
analytical properties that can facilitate both theo-
retical deduction and numerical inference.

In EIT, GRFs can be utilized to model both the 
EM channels [7] and the EM signals [8]. In real-
world communication systems, the EM channel 
response may vary randomly as a function of 
spacetime, so it is reasonable to model such spa-
tio-temporal variations by a channel GRF. This 
allows the Bayesian inference of channel entries 
that are not directly measured. Similarly, in order 
to capture the randomness of the transmitted and 
received signals, the current distributions at the 
transmitter and the electric fields at the receiver 
can also be modeled by GRFs [8], from which 
the information-theoretic mutual information 
can be defined to characterize the information 
transmission capability of such EM channels. The 
GRF-based information-theoretic analysis will be 
explained with detail later.

modelIng methodologIes for eIt
In this section, we discuss the continuous model-
ing schemes for EIT, which include both continu-
ous channel modeling and noise fi eld modeling.

contInuous chAnnel modelIng
In this part, we will discuss the channel models 
in EIT. The basic idea is to describe the EM chan-
nel by a bounded linear operator T that maps the 
source current distribution J(s)  2(VT) to the 
noiseless received fi eld E(r)  2(VR). Note that to 
model a traditional narrowband MIMO channel, a 
matrix with complex-valued entries H: M  N

is usually utilized, where each entry represents 
the complex channel between a pair of transceiv-
er antennas. This channel model is, in essence, 
spatially discrete. However, in EIT, it is reason-
ably assumed that one can measure the fi eld at an 
arbitrary point inside the receiver region, where 
the precision of such a measurement is subject 
to some physical noise limits. This leads to the 
assumption of EIT that the transceivers operate in 
a continuous functional space 2(V{T,R}).

To ensure compatibility with discrete MIMO 
channel modeling, the connection between the 
entries of H and the transceiver antenna modes 
are usually assumed to be Hqp =q|T|p, where 
p and q are the p-th and q-th operating modes 
of the transmit and receive antennas, respectively. 
Thus, modeling the EM channel by a bounded lin-
ear operator T is mathematically consistent with the 
existing matrix modeling.

The EIT channel can either be deterministically 
modeled or stochastically modeled. Deterministic 
channel models have simpler mathematical expres-
sions, but stochastic models usually better capture 
the small-scale fast fading caused by multipath 
eff ects and user mobility. The simplest determinis-
tic channel model is the line-of-sight (LoS) model, 
which assumes that there is only one direct link 
without any scatterers between the transceivers. In 
this scenario, the channel operator is the free-space 
Green’s function G(r, s).

Another approach is stochastic channel mod-
eling, which usually specifies the autocorrelation 
function R(r, s; r’, s’) between the s  r channel 
and the s’  r’ channel coeffi  cients. As introduced 
above, this autocorrelation function determines 
a GRF that enables useful tools such as Bayesian 

FIGURE 2. In analogy with linear time-invariant systems 
described by a time-domain impulse response h(t) in 
classical information theory, the EIT model is based on 
linear space-invariant systems described by the Green’s 
function G(r, s)  33 from the transmitter region VT to 
the receiver region VR, where spatial coordinates s  VT
and r  VR represent the source and the receiver coordi-
nates, respectively.

Transmitter Receiver
Linear time-invariant

(LTI) system

Linear space-invariant
(LSI) system
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inference for channel estimation. For stochas-
tic channel modeling, a recent novel method is 
named as Fourier plane-wave expansion (Fig. 3), 
where the channel is modeled by a spatial GRF 
which is provably compatible with the EM Helm-
holtz equation [7]. This EM-compatible modeling 
enables further information-theoretic analysis that 
reveals the fundamental limit of electromagnetic 
laws on information transmission.

noIse fIeld modelIng
After the discussion of the continuous random 
channel models, we will introduce the noise mod-
eling scheme. Noise is vital in information theo-
ry, because it is a key factor to determining the 
capacity. In classical information theory, the noise 
is usually modeled by a time-domain additive 
white Gaussian noise (AWGN) with a constant 
power spectral density n0/2. Thus, its projection 
coeffi  cients onto any orthonormal basis are inde-
pendent and of equal power n0/2, which simpli-
fi es theoretical analysis. Similarly, in EIT, the noise 
is usually modeled as a spatial AWGN with flat 
wavenumber PSD. This spatial AWGN implies 
that the additive noises at any disjoint small spa-
tial regions V1, V2 are independent and identical-
ly distributed (i.i.d.) complex Gaussian random 
variables, whose variances are proportional to 
the volumes (V1), (V2) of the small regions. 
Although the AWGN model facilitates theoretical 
analysis, the white spectral assumption is problem-
atic, since it causes an unbounded noise power.

InformAtIon-theoretIc AnAlysIs for eIt
In this section, based on the EIT modeling meth-
odologies above, we discuss the basic perfor-
mance indicators and the corresponding analysis 
techniques of EIT, including the functional DoF, 
the channel DoF, and the mutual information.

functIonAl dof
As we have clarified above, the functional DoF 
in classical information theory represents the 
minimum number of required samples to recon-
struct the signal. Similarly, in EIT, the functional 
DoF refers to the minimum number of required 
samples N to reconstruct a given EM fi eld. Such 
a functional DoF is closely related to the trans-
mission capability of the EM system, because the 
minimum number of required samples to recon-
struct an EM field is equivalent to the maximum 
number of complex values that can be transmit-
ted within a single EM channel use.

The functional DoF of a scattered EM fi eld E(r) 
can be analyzed in the transform domain E(k) = 
3[E(r)](k), that is, the wavenumber domain. 
Resembling the bandlimited signals in the time-fre-
quency domain, the radiated EM fi elds also exhibit 
the wavenumber-limited property in the space-wav-
enumber domain. Thus, it can be easily proved that 
a half-wavelength sampling suffi  ces to asymptotical-
ly reconstruct an arbitrary EM fi eld up to any given 
precision  as the receiving region (VR)  ∞, that 
is, the EM DoF is at most proportional to the num-
ber of half-wavelength grids in the receiver region.

A more refined analysis of the wavenum-
ber-limitedness of the EM fields shows that the 
EM functional DoF depends on how rapidly the 
phase of a radiated fi eld changes over space. To 
describe such a phase change, the authors of [9] 

introduced the spatial bandwidth W to describe 
the degree of wavenumber-limitedness. It is 
proved that for electromagnetic sources confi ned 
to a sphere of radius a, the spatial bandwidth 
satisfies 𝑊𝑊 ≤ √2β𝑎𝑎	where  is the propagation 
constant of the time-harmonic EM fields. The 
functional DoF of the received field is thus at 
most proportional to W and the length of the 
observation region.

chAnnel dof
The functional DoF introduced in the previous 
subsection emphasizes the intrinsic DoF of the 
received fi eld. However, due to the restrictions of 
the EM channel, it is possible that some of these 
functional DoFs at the receiver cannot be excited, 
especially in low-rank LoS propagation conditions. 
Thus, evaluating the channel DoF is of practical 
importance.

As is defi ned previously, the channel DoF rep-
resents the maximum number of independent 
parallel channels that can be used to transmit infor-
mation. Similar to the SVD decomposition of matri-
ces, the DoF of a LoS EM channel can be solved 
by expanding the channel operator T onto a series 
of orthogonal sub-channels: T = nn|nn|, 
and counting the number of channel gains n that 
exceed a certain threshold. Specifi cally, in the sce-
nario where a pair of coaxial square transceivers 
are employed as transmit and receive antennas, 
the LoS channel operator T is given by the free-
space Green’s function G(r, s), and the correspond-
ing eigenvalue problem can be approximated by 
the standard Slepian’s concentration problem [10]. 
In this case, the channel eigenmodes n and n are 
proved to be well-approximated by prolate sphe-
roidal wave functions ψn. Through this approach, 
the DoF of LoS channel model has been approxi-
mately derived to be proportional to the product 
of the area of the transceivers [10, 11].

For non-line-of-sight (NLoS) deterministic 
channel models, the channel DoF can be simi-
larly derived by performing Slepian’s analysis in 
the angular domain, since the scatterers usually 
appear in limited solid angular regions. Following 
Slepian’s analysis, it is proved that the NLoS chan-
nel DoF is proportional to both the solid angle of 
the scatterer cluster and the geometric lengths of 
the transceivers [12].

If the channel is modeled as a stochastic chan-
nel with random scatterer positions, von Mis-
es-Fisher distributions [13] can be used to model 
the statistical characteristics of the channel. The 
channel DoF in this stochastic model should be the 
expected value averaged by probability.

FIGURE 3. Continuous stochastic channel modeling, where the linear channel operator is 
projected onto the Fourier plane-wave basis [7].
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mutuAl InformAtIon AnAlysIs
Besides the DoF which reveals the number of 
available sub-channels, the channel mutual infor-
mation I(J; E) is another important performance 
indicator. Compared to the traditional MIMO 
information theory using random vectors as trans-
mitted and received signals, EIT treats the EM 
fields J, E as GRFs. The random field modeling 
follows the statistical approach of mutual informa-
tion analysis by Shannon, and can be viewed as 
a continuous extension of the traditional analysis 
based on random vectors. In parallel with MIMO 
theory based on matrices, operator theory can 
be used to describe the autocorrelation R(r, r’) = 
[E(r)EH(r’)] of the random field. Different from 
the matrix determinant form of MIMO mutual 
information, the EIT information takes a Fredholm 
determinant form logdet(I + TETN

–1) [8], where TE
and TN are self-adjoint autocorrelation operators 
of the random fields E(r), and N(r), respective-
ly. This Fredholm determinant form provides a 
closed-form formula for the EIT mutual informa-
tion. Thus, numerical schemes for evaluating Fred-
holm determinants can be transplanted onto the 
computation of this EIT mutual information, as is 
shown in Fig. 4. It is numerically verifi ed that the 
discrete MIMO mutual information converges 
to the continuous-space EIT mutual information, 
which justifi es the Fredholm defi nition of the EIT 
mutual information.

ApplIcAtIons of eIt
In this section, we present several EIT-inspired 
applications. These applications either mimic the 
analysis methodologies of EIT to fully achieve the 
existing DoF, or try to explore new communica-
tion resources predicted by EIT.

contInuous Aperture mImo (cAp-mImo)
Traditional wireless communication systems 
deploy fi nite antennas in a limited aperture at the 
transceivers. However, the EIT mutual information 
analysis is built on spatially continuous theoretical 
frameworks. To bridge the gap between the per-

formance limit in MIMO theory and that in EIT, 
CAP-MIMO, also known as holographic MIMO, 
has attracted increasing research interests recently 
[14]. CAP-MIMO adopts a hypothetical structure 
that contains infi nitely dense antennas in a limited 
spatial region, which is capable of continuously 
generating arbitrary current distributions at the 
transmitter and detecting arbitrary electric fi elds 
at the receiver. The current distributions on the 
transmitter are called patterns of the CAP-MIMO. 
Different signals are modulated onto different 
patterns before radiating into the space. These 
continuous patterns need to be optimized by spe-
cially-designed algorithms in order to achieve a 
higher multi-user data rate [14].

locAtIon dIvIsIon multIple Access (ldmA)
Traditional far-fi eld spatial division multiple access 
(SDMA) scheme exploits the angular orthogonali-
ty of the far-fi eld planar-wave propagation channel 
to serve users from diff erent angles simultaneous-
ly. In order to further improve the communication 
rate, extremely large antenna arrays (ELAAs) are 
introduced for improving the spectral effi  ciency. 
Different from the traditional far-field propaga-
tion environment, this enlarged array aperture will 
inevitably introduce the near-fi eld spherical wave 
propagation characteristics.

Although the near-field effect seems to cor-
rupt the planar wave assumptions and make the 
traditional DFT codebook-based angular domain 
beamforming techniques no longer applicable, 
it also brings new potential for data transmission 
and multiplexing. This is because the more com-
plicated near-field propagation channel exhibits 
additional orthogonality apart from the already 
well-known angular orthogonality in SDMA-based 
systems. The additional orthogonality comes from 
the distance domain, that is, the channels of users 
located at different distances are proved to be 
orthogonal in the near-fi eld region [15], thus pro-
viding extra DoFs in the distance domain. Thus, 
by re-designing the near-fi eld codebook to match 
the near-field propagation characteristics of the 
EM waves, a new multiple access scheme called 
the location division multiple access (LDMA) is 
proposed to enhance the overall multiple access 
capability of the communication systems (Fig. 5).

open problems for eIt
In this section, we will discuss some open prob-
lems for EIT. We will also explain the meanings of 
these open problems, and why they are important 
for the future research of EIT.

dIgItAl And AnAlog chAllenges
To achieve the capacity improvement predict-
ed by EIT, transceivers are expected to employ 
fully-continuous antenna surfaces. However, 
the implementation of such spatially continuous 
antenna surfaces will inevitably require the pro-
cessing of an enormous volume of baseband 
data and the deployment of a vast amount of 
electrically small antenna patches. Thus, the 
exploding number of antennas will bring funda-
mentally new challenges to both the digital and 
analog signal processing.

In the digital domain, the optimal current dis-
tribution patterns should be frequently updated 
within a typical timescale of 1 ms to accommo-

FIGURE 4. Convergence of the discrete MIMO mutual information to the continu-
ous-space EIT mutual information I(J; E). Th e x-axis (sampling number) represents the 
number of antennas placed in the receiver region V .
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date the fast-varying EIT channel. In addition, the 
DFT bases have to be further improved since the 
EIT eigenmodes are generally not sinusoidal [7]. 
Thus, numerous nearly-continuous bases have 
to be frequently designed in the digital domain, 
which is a great challenge even to the state-of-the-
art baseband processors.

In the analog domain, there exists a physi-
cal trade-off between the performance and the 
size of antennas [6]. Thus, it is practically diffi-
cult to design near-continuous antennas without 
sacrificing the radiation efficiency and working 
bandwidth. Apart from the physical trade-off, the 
mutual coupling between adjacent antennas need 
to be carefully suppressed when the antenna 
array becomes denser, in order not to churn the 
designed radiation patterns and degrade the com-
munication performance.

Compatible Noise Modeling in Discrete and  
Continuous Communication Systems

It can be proved that, the purely i.i.d. thermal 
noise distribution will cause the divergence of 
the end-to-end capacity of a MIMO transceiver, 
when the number of receiving antennas increas-
es indefinitely within a constrained aperture size. 
The reason is that, when the number of receiving 
antennas increases, the signals can be aggregat-
ed coherently within any small spatial region, 
while the noises add up non-coherently because 
they are uncorrelated. Thus, in this small region, 
the signal energy scales quadratically, while 
the noise energy scales linearly, resulting in an 
unbounded linear improvement of the signal-to-
noise ratio (SNR). Thus, the capacity will diverge 
to infinity, contradicting the principle of energy 
conservation.

This absurdity is, in fact, caused by the 
improper assumption that the noise is spatially 
uncorrelated. If we assume a correlated noise, 
then this capacity divergence naturally disap-
pears. As a result, correlated noise models are 
required for the EIT capacity analysis. On one 
hand, the noise model may be tuned to exhibit 
a small enough spatial “coherence length” to be 
compatible with the independent MIMO noise 
model with the half wavelength-spaced anten-
nas. On the other hand, the noise should pos-
sess some spatial correlation on a small scale to 
ensure a finite-valued EIT capacity. The construc-
tion of such a kind of noise model that bridges 
the macro-scale and micro-scale noises is, up to 
date, an open problem.

Evaluation of the EM Capacity
In classical information theory, the “capacity” is 
defined as the supremum of all the operationally 
achievable transmission rates. It is favorable that in 
discrete memoryless channels, the capacity equals 
the maximum mutual information. However, this 
conclusion has not been proved for continuous 
EM waveform channels. In the existing works on 
EIT [7, 8, 14], maximum EIT mutual information 
values are calculated under the assumptions of 
linear deterministic EM channels and continuous 
transceivers, and the EIT mutual information is 
further compared to the discrete MIMO mutu-
al information. Unfortunately, these EIT mutual 
information values only serve as an upper bound 
to the EM operational capacity. Thus, in the strict 
sense, the EM capacity is still an open problem.

Conclusions
In this article, we have investigated the fundamental 
mathematical tools, basic modeling methodologies, 
and theoretical performance analyses that consti-
tute EIT. Furthermore, we have discussed some 
recent novel applications related to EIT, aiming at 
designing new wireless communication systems for 
single-user and multi-user capacity enhancement. 
The recent progress on EIT has demonstrated its 
potential to become a unified and widely appli-
cable theory for the EM physical layer. However, 
there are still some unresolved open problems that 
require further study in the future.
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