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Abstract—In this paper, we investigate the spectral efficiency
(SE) of massive multiple-input multiple-output (MIMO) systems
with a large number of antennas at the base station (BS)
accounting for physical space constraints. In contrast to the vast
body of related literature, which considers fixed inter-element
spacing, we elaborate on a practical topology in which an increase
in the number of antennas in a fixed total space induces an
inversely proportional decrease in the inter-antenna distance. For
this scenario, we derive exact and approximate expressions, as
well as simplified upper/lower bounds, for the SE of maximum-
ratio combining (MRC), zero-forcing (ZF) and minimum mean-
squared error receivers (MMSE) receivers. In particular, our
analysis shows that the MRC receiver is non-optimal for space-
constrained massive MIMO topologies. On the other hand, ZF
and MMSE receivers can still deliver an increasing SE as the
number of BS antennas grows large. Numerical results corroborate
our analysis and show the effect of the number of antennas, the
number of users, and the total antenna array space on the sum
SE performance.

I. INTRODUCTION

As a disruptive technology for the fifth generation (5G)
communication systems, massive MIMO has recently attracted
extensive research and academic interest [1]–[4]. In massive
MIMO systems, several co-channel users (UEs) simultaneously
communicate with a BS equipped with a massive number of
antennas (a few hundreds or even larger). Due to the deploy-
ment of a large antenna array, the channel vectors between the
different UEs and the BS become asymptotically orthogonal [4].
Under this condition, dubbed as favorable propagation, massive
MIMO systems can achieve large array and spatial multiplexing
gains by using simple linear signal processing methods at both
the transmitter and receiver [5].

A critical issue pertaining to practical massive MIMO sys-
tems is the dense deployment of a massive number of antennas
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in a limited physical space. In general, if the inter-element
spacing is more than half a wavelength, the communication
channels can be considered as uncorrelated. However, for
practical space-constrained massive MIMO systems, it is more
likely that the antenna elements will be placed far less that
half a wavelength apart. Under these conditions, the channel
vectors for different UEs will not be asymptotically orthogonal.
Therefore, a space-constrained massive MIMO architecture will
suffer from increased spatial correlation, whose impact needs
to be rigorously quantified and analyzed.

Numerous works have investigated the effect of spatial corre-
lation on the performance of conventional MIMO systems with
a relatively small number of BS antennas. The authors of [6]
presented upper and lower bounds on the achievable sum SE
of MIMO systems with ZF receivers, especially over correlated
Rayleigh and Ricean fading channels. In [7], expressions for
the exact achievable sum SE of MIMO with MMSE receivers
were derived for correlated Rayleigh fading channels. In the
context of massive MIMO systems, the authors of [8] approxi-
mated the performance of two distinct linear precoding schemes
considering the spatial correlation at the transmitter. Recently,
[9] demonstrated that, when the physical space is limited, the
classical assumption of favorable propagation in massive MIMO
systems is violated. However, only maximum ratio-transmission
(MRT) precoding was considered in [9]. A lower bound on the
achievable SE of uplink data transmission with MRC receivers
at the BS was derived in [10]. In addition to information-
theoretical studies, the authors of [11] investigated the impact
of constrained space on the performance of subspace-based
channel estimation schemes. To the best of our knowledge, there
are no theoretical results on the SE of space-constrained massive
MIMO with linear receivers, namely MRC, ZF and MMSE.

Motivated by the aforementioned considerations, we present a
generic analytical framework for statistically characterizing the
achievable SE of space-constrained massive MIMO with linear
receivers. Specifically, the paper makes the following specific
contributions:
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• Motivated by some recent advances in the area of Wishart
random matrix theory, we first present approximate ex-
pressions for the achievable sum SE of a massive MI-
MO system with MRC receivers. We show that a space-
constrained antenna deployment will cause a saturation
of the achievable sum SE with an increasing number of
antennas for MRC receivers.

• For ZF receivers, new upper and lower bounds on the
achievable SE are derived, with the latter being particu-
larly tight. We show that for uniform linear arrays, the
achievable SE increases with the number of BS antennas
M . Moreover, a larger number of UEs K increases the
sum SE of ZF receivers when M ≫ K.

• Finally, we derive an exact closed-form expression for the
achievable SE, for MMSE receivers at the BS. Similar to
ZF receivers, the sum SE of MMSE receivers also increas-
es by deploying more BS antennas in space-constrained
massive MIMO systems.

Notation: In the following, x is a vector, and X is a matrix.
We use tr(X), XT , and XH to represent the trace, transpose,
and conjugate transpose of X, respectively, while E{·} denotes
the expectation operator. The matrix determinant and trace are
given by |X| and tr(X), while Xi is X with the ith column
removed. Finally, [X]ij and xi denote the (i, j)th entry and the
ith column of X, respectively.

II. SYSTEM AND CHANNEL MODEL

We consider the uplink of a single-cell massive MIMO
system, where the BS with M antennas simultaneously serves
K single-antenna UEs. The received vector y ∈ CM×1 at the
BS is given by

y =
√
puGx+ n, (1)

where pu is the average power of each UE, x ∈ CK×1

denotes the zero-mean Gaussian transmit vector from all K
UEs with unit average power, and the elements of n represent
the additive white Gaussian noise (AWGN) with zero-mean
and unit variance. The channel matrix between the BS and
UEs can be written as G = AHD1/2, where H ∈ CP×K

is the propagation response matrix standing for small-scale
fading, and D ∈ CK×K denotes a diagonal matrix whose kth
diagonal element ζk models the large-scale fading (including
geometric attenuation and shadow fading) of the kth UE. We
assume that large-scale fading changes very slowly such that
all ζk are constant. Moreover, A ∈ CM×P is the transmit
steering matrix, with P denoting a large but finite number of
incident directions in the propagation channel [8]. For the sake
of analytical simplicity, we assume that all UEs are seen from
the same set of directions with cardinality P . Considering the
widely used uniform linear antenna array, we can write A as
[10], [12]

A = [a (θ1) ,a (θ2) , . . . ,a (θP )], (2)

where a(θi), for i = 1, 2, . . . , P denotes a length-M normalized
steering vector as

a (θi) =
1√
P

[
1, e−j 2πd

λ sin θi , . . . , e−j 2πd
λ (M−1) sin θi

]T
, (3)

where d is the antenna spacing, λ denotes the carrier wave-
length, and θi represents the direction of arrival (DOA). The
normalized total antenna array space d0 at the BS can be
expressed as d0 = dM

λ . In (3), we use the factor 1√
P

to
normalize the steering vector a (θi).

A key property of massive MIMO systems is that simple
linear signal processing become near-optimal, while keeping
the implementation complexity at very low levels [4]. Thus, we
will hereafter consider the performance of space-constrained
massive MIMO systems with linear receivers. We further as-
sume perfect CSI is available at the BS [5]. The linear receiver
matrix T ∈ CM×K is used to separate the received signal into
K streams by

r = THy =
√
puT

HGx+THn. (4)

Then, the kth element of the received signal vector, which
corresponds to the detected signal for kth UE, is given by

rk =
√
put

H
k gkxk +

√
pu

K∑
l ̸=k

tHk glxl + tHk n. (5)

Assuming that channel fading is ergodic, the achievable uplink
SE, Rk, of the kth UE is given by [5]

Rk = E

{
log2

(
1 +

pu|tHk gk|2

pu
∑K

l ̸=k |tHk gl|2 + ∥tk∥2

)}
. (6)

The uplink sum SE can be then defined as

R =
K∑

k=1

Rk in bits/s/Hz. (7)

In the following three sections, we analyze the achievable sum
SE of space-constrained massive MIMO systems with different
linear receivers, namely MRC, ZF, and MMSE, respectively.

III. MRC RECEIVERS

For the case of MRC receivers, we have T = G [13]. From
(6), the uplink SE for the kth UE boils down to

RMRC
k = E

{
log2

(
1 +

pu∥gk∥4

pu
∑K

l ̸=k |gH
k gl|2 + ∥gk∥2

)}
, (8)

where

gk =
√
ζkAhk. (9)

We now present an approximation on the achievable sum SE
of MRC receivers in the following proposition.

Proposition 1: For space-constrained massive MIMO sys-
tems with MRC receivers, the approximated sum achievable
SE is given by

RMRC ≈
K∑

k=1

log2

1 +

pu

(
M2 +

P∑
i=1

β2
i

)
ζk

pu
K∑
l ̸=k

ζl
P∑
i=1

β2
i +Mζk

 , (10)

where βi is the ith eigenvalue of the matrix AHA.
Proof: See Appendix A.



Next, we provide numerical results to verify the analytical ap-
proximation in (10). Let us assume that the users are distributed
uniformly at random in a hexagonal cell with a radius of 1000
meters, while the smallest distance between the UE to the BS is
rmin = 100 meters. Moreover, the pathloss is modelled as r−v

k

with rk denoting the distance between the kth UE to the BS
and v = 3.8 denoting the path loss exponent, respectively. A
log-normal random variable sk with standard deviation 8 dB is
used to model shadowing. Combining these factors, large-scale
fading can be given by ζk = sk(rk/rmin)

−v . We further assume
θi are uniformly distributed within the interval [−π/2, π/2].

The simulation results and their corresponding analytical
approximations of space-constrained massive MIMO systems
with MRC are plotted in Fig. 1. It is easily seen that the
sum SE saturates with an increasing number of BS antennas
for different total antenna array spaces d0. This observation
is consistent with [9] and showcases that MRC suffers a
substantial performance degradation when spatial correlation
is high (small d0). Moreover, for the same number of BS
antennas, a monotonic increase in the sum SE is achieved as
d0 becomes larger. We also observe that the gap between the
curves decreases as d0 increases, which implies that the effect
of constrained space becomes less pronounced.
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Fig. 1. Simulated and analytical approximation of the sum SE of massive
MIMO with MRC receivers against the number of BS antennas (P = 12 and
K = 6).

IV. ZF RECEIVERS

We now turn our attention to the case of ZF receivers, which
seek to eliminate inter-user interferences in massive MIMO
systems. Let us consider the concept of ZF reception in (1)
to obtain the ZF filter matrix T = G(GHG)−1 in (4).

Then, the sum SE of ZF receivers can be expressed as

RZF =
K∑

k=1

E

log2

1 +
pu[

(GHG)
−1
]
kk

. (11)

Next, we introduce a very tight lower bound on the achievable
sum SE of ZF linear receivers (11).

A. Lower Bound

Proposition 2: For space-constrained massive MIMO sys-
tems with ZF receivers, the achievable sum SE is lower bounded
as in (12) at the bottom of this page, where ψ(·) is the digamma
function [14, Eq. (8.36)], and Yn denotes a P×P matrix whose
entries are

[Yn]p,q =

{
βq−1
p , q ̸= n,
βq−1
p lnβp, q = n.

(13)

Proof: See Appendix B.

B. Upper Bound

We now move to the upper bound analysis, and present the
following proposition.

Proposition 3: For space-constrained massive MIMO sys-
tems with ZF receivers, the achievable sum SE is upper bounded
as

RZF
U ≤ RZF

U = Klog2

(
|∆2|∏K−1

i=1 Γ (K − i)
∏P

i<j (βj − βi)

+ pu
|∆1|∏K

i=1 Γ (K − i+ 1)
∏P

i<j (βj − βi)

)

− K

ln 2


K−1∑
n=1

ψ (n) +

P∑
n=P−K+2

|Yn|∏P
i<j (βj − βi)

 , (14)

where Γ(·) denotes the Gamma function [14, Eq. (8.31)], ∆1 =
[Ξ1Φ1] is a P × P matrix with entries

[Ξ1]p,q = βq−1
p , q = 1, 2, . . . , P −K,

[Φ1]p,q = βq
pΓ (q − P +K + 1) , q = P −K + 1, . . . , P,

and ∆2 = [Ξ2Φ2] is a P × P matrix with entries

[Ξ2]p,q = βq−1
p , q = 1, 2, . . . , P −K + 1,

[Φ2]p,q = βq
pΓ (q − P +K) , q = P −K + 2, . . . , P.

Proof: See Appendix C.
In Figs. 2 and 3, the simulated achievable sum SE along

with the proposed lower bound (12) and upper bound (14)
are plotted against the number of BS antennas and total an-
tenna array space, respectively. Clearly, all lower bounds can
predict the exact sum SE for all the considered cases, which
validate their tightness. On the other hand, the upper bounds
are relatively looser, due to the large variance of the involved
random variables. Figure 2 indicates that adding more antennas
significantly improves the sum SE of the massive MIMO link
by suppressing thermal noise, even in the space constrained
scenario. Moreover, from Fig. 3, we observe that the SE does

RZF ≥ RZF
L =

K∑
k=1

log2

1 + puζk exp


K∑

n ̸=k

ζn

(
ψ (K) +

|YP−K+1|∏P
i<j (βj − βi)

)
−

ψ (n) +

P∑
n=P−K+2

|Yn|∏P
i<j (βj − βi)



 , (12)
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Fig. 2. Simulated and analytical approximation of the sum SE of massive
MIMO with ZF receivers against the number of BS antennas (P = 12 and
d0 = 4).

improve with increased total physical space, particularly for the
case of more UEs.
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Fig. 3. Simulated and analytical approximation of the sum SE of massive
MIMO with ZF receivers against the total antenna array space d0 = dM

λ
(M = 100 and P = 12).

V. MMSE RECEIVERS

For MMSE receivers, the receiver matrix T is given by [5]

TH =

(
GHG+

1

pu
IK

)−1

GH = GH

(
GGH +

1

pu
IM

)−1

.

The achievable sum SE can be written as

RMMSE =
K∑

k=1

E

log2

 1[
(IK + puGHG)

−1
]
kk

 (15)

= KE
{
log2

(∣∣IK + puG
HG

∣∣)}
−

K∑
k=1

E
{
log2

(∣∣IK−1 + puG
H
k Gk

∣∣)}, (16)
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Fig. 4. Simulated and analytical expression of the sum SE of massive MIMO
with MMSE receivers against the number of antennas at BS (P = 12 and
d0 = 4).

where (16) can be derived from (15) with the aid of an important
matrix property [6, Eq. (11)] as[(

GHG
)−1
]
kk

=

∣∣GH
k Gk

∣∣
|GHG|

. (17)

The following proposition presents an exact closed-form
expression for the achievable sum SE of MMSE receivers.

Proposition 4: For space-constrained massive MIMO sys-
tems with MMSE receivers, the exact sum SE is given by

RMMSE =
Klog2e∏P

i<j (βj − βi)

P∑
l=1

P∑
n=P−K+1

βn−1
l e1/βlpu

×Dl,nEn−P+K

(
1

βlpu

)
, (18)

where Dl,n is the (l, n)th cofactor of a P × P matrix D with
the (p, q)th entry [D]p,q = βq−1

p , and Ex(y) is the exponential
integral function [14].

Proof: See Appendix D.
For MMSE receivers, Figs. 4 and 5 investigate the simulated

and analytical sum SE of space-constrained massive MIMO
systems against the number of BS antennas and the total
antenna array space. It is clear to see that the exact analytical
results are indistinguishable from the numerical simulations,
which validates the correctness of the derived expressions.
Furthermore, Fig. 5 reveals that with a fixed total antenna array
space, the sum SE can be still increased by employing more
BS antennas. This is because the improved array gain caused by
the increased M dominates the sum SE loss due to the reduced
d0.

VI. CONCLUSIONS

In this paper, we investigated the performance of massive
MIMO systems with a practical space-constrained topology,
where the antenna array at the BS has a limited total space. This
introduces an increasing spatial correlation with an increased
number of BS antennas. We first derived the approximated
sum SE with MRC receivers. Through analytical and numerical
results, we confirmed that a saturation of the achievable sum
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SE occurs with an increasing number of BS antennas. For ZF
receivers, we derived new lower and upper bounds on the sum
SE, which increases for a higher number of UEs, as long as
M ≫ K. Moreover, the proposed lower bound is tighter than
the upper bound. For MMSE receivers, an exact expression
for the sum SE is derived and validated by simulation results,
which shows that the sum SE increases with the number of BS
antennas. This is due to the fact that the signal-to-interference-
plus-noise ratios (SINRs) of ZF and MMSE receivers increase
with the number of BS antennas, while MRC receivers can only
work well at low SINRs.

APPENDIX A
PROOF OF PROPOSITION 1

By employing Lemma 1 in [15], the approximated RMRC
k can

be expressed as

RMRC
k ≈ log2

1 +
puE

{
∥gk∥4

}
pu
∑K

l ̸=k E
{∣∣gH

k gl

∣∣2}+ E
{
∥gk∥2

}
 .

(24)

From Lemma 2 of [16], the numerator term of (24) can be
calculated as

E
{
∥gk∥4

}
= ζ2k

∣∣tr{AHA
}∣∣2 + ζ2k tr

{(
AHA

)2}
= ζ2k

(
M2 +

P∑
i=1

β2
i

)
. (25)

Note that Z ∈ CP×P is a deterministic matrix. Considering the
definition of A and hk and using Lemma 2 of [16] again, the
first term in the denominator of (24) can be derived as

E
{∣∣gH

k gl

∣∣2} = ζkζlE
{∣∣hH

k AHAhl

∣∣2} = ζkζl

P∑
i=1

β2
i , (26)

and the second term in the denominator of (24) is given by

E
{
∥gk∥2

}
= ζ2kE

{
hH
k AHAhk

}
=

P∑
i=1

ζ2kβi =Mζ2k . (27)

Substituting (25), (26), and (27) into (24), we can derive (10)
in Proposition 1.

APPENDIX B
PROOF OF PROPOSITION 2

We start from (11), and apply Jensen’s inequality on the
convex function log2 (1 + a exp(x)) for a > 0 to get

RZF > RZF
L =

K∑
k=1

log2

1 + pue

(
E

{
ln

(
1

[(GHG)−1]
kk

)}) (28)

=
K∑

k=1

log2

(
1 + pue

(E{ln(|GHG|)}−E{ln(|GH
k Gk|)})

)
, (29)

where from (28) to (29), we have used (17). By utilizing Lemma
4 of [17], the average log-determinant of GHG can be derived
as

E
{
ln
(∣∣GHG

∣∣)} =


K∑

n=1

ψ (n) +

P∑
n=P−K+1

|Yn|∏P
i<j (βj − βi)


× ln

K∑
n=1

ζn. (30)

Note that Gk is an M × (K − 1) matrix, and we have

E
{
ln
(∣∣GH

k Gk

∣∣)} =


K−1∑
n=1

ψ (n) +

P∑
n=P−K+2

|Yn|∏P
i<j (βj − βi)


× ln

K∑
n=1,n̸=k

ζn. (31)

Substituting (30) and (31) into (29), we can complete the proof
of Proposition 2.

APPENDIX C
PROOF OF PROPOSITION 3

By applying (17) and Jensen’s inequality again, we derive
the upper bound RU on the uplink sum SE (11) as

RZF 6 RZF
U =

K∑
k=1

log2
(
E
{∣∣GH

k Gk

∣∣}+ puE
{∣∣GHG

∣∣})
−

K∑
k=1

E
{
log2

(∣∣GH
k Gk

∣∣)}. (32)

In order to obtain RZF
U , we first need to derive E

{∣∣GHG
∣∣}.

Note that the joint probability density function (PDF) of the
unordered eigenvalues τ1, τ2, · · · , τK of GHG is given by [17,



Eq. (86)]

f (τ1, · · · , τK) =
|∆|

∏K
i<j (τj − τi)

K
∏K

i=1 Γ (K − i+ 1)
∏P

i<j (βj − βi)
,

(33)

where ∆ is the P × P matrix given by

∆ =

 1 · · · βP−K−1
1 e−τ1/β1 · · · βP−K−1

1 e−τK/β1

...
. . .

...
. . .

...
1 · · · βP−K−1

P e−τ1/βP · · · βP−K−1
P e−τK/βP

 .
(34)

Substituting (33) into E
{∣∣GHG

∣∣}, we can obtain

E
{∣∣GHG

∣∣} = E

{
K∏
i=1

τi

}

=

∫
Dord

|∆|
K∏
i=1

τi
∏K

i<j (τj − τi)

K
∏K

i=1 Γ (K − i+ 1)
∏P

i<j (βj − βi)
dτ1 . . . dτK ,

(35)

where Dord = {∞ ≥ τ1 ≥ · · · ≥ τK} is the integration region.
Applying the integral identity from [18, Lemma 2] and [14, Eq.
(3.351.3)], (35) can be evaluated in closed-form as

E
{∣∣GHG

∣∣} =
|∆1|∏K

i=1 Γ (K − i+ 1)
∏P

i<j (βj − βi)
, (36)

while

E
{∣∣GH

k Gk

∣∣} =
|∆2|∏K−1

i=1 Γ (K − i)
∏P

i<j (βj − βi)
. (37)

Combining (31), (36), and (37), we can derive the upper bound
in Proposition 3.

APPENDIX D
PROOF OF PROPOSITION 4

Considering the unified PDF expression of the unordered
eigenvalue τ of an M × K complex semi-correlated central
Wishart matrix with K degrees of freedom from [17, Eq. (14)]

fτ (x) =
1

K
∏P

i<j (βj − βi)

×
P∑
l=1

P∑
n=P−K+1

xK+n−P−1e−x/βlβP−K−1
l

Γ (K − P + n)
Dl,n.

(38)

Substituting (38) into (16), and using the integral identity [19],
we can derive the exact sum SE with MMSE receivers as

RMMSE =
Klog2e∏P

i<j (βj − βi)

P∑
l=1

e
1

βlpu

×

(
P∑

n=P−K+1

βn−1
l Dl,n

K+n−P∑
h=1

Eh

(
1

βlpu

)

−
P∑

n=P−K+2

βn−1
l Dl,n

K+n−P−1∑
h=1

Eh

(
1

βlpu

))
. (39)

After some tedious but straightforward manipulations, the proof
can be completed.
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and eigenvalue distribution of MIMO Ricean channels,” in Proc. IEEE
ISITA, Oct. 2004.


