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Abstract—In this paper, we investigate the resource allocation algorithm design for multicarrier solar-powered unmanned aerial vehicle (UAV) communication systems. In particular, the UAV is powered by the solar energy enabling sustainable communication services to multiple ground users. We study the joint design of the 3D aerial trajectory and the wireless resource allocation for maximization of the system sum throughput over a given time period. As a performance benchmark, we first consider an off-line resource allocation design assuming non-causal knowledge of the channel gains. The algorithm design is formulated as a mixed-integer non-convex optimization problem taking into account the aerodynamic power consumption, solar energy harvesting, a finite energy storage capacity, and the quality-of-service requirements of the users. Despite the non-convexity of the optimization problem, we solve it optimally by applying monotonic optimization to obtain the optimal 3D-trajectory and the optimal power and subcarrier allocation policy. Subsequently, we focus on the online algorithm design that only requires real-time and statistical knowledge of the channel gains. The optimal online resource allocation algorithm is motivated by the off-line scheme and entails a high computational complexity. Hence, we also propose a low-complexity iterative suboptimal online scheme based on the successive convex approximation. Our simulation results reveal that both the proposed online schemes closely approach the performance of the benchmark off-line scheme and substantially outperform two baseline schemes. Furthermore, our results unveil the tradeoff between solar energy harvesting and power-efficient communication. In particular, the solar-powered UAV first climbs up to a high altitude to harvest a sufficient amount of solar energy and then descends again to a lower altitude to reduce the path loss of the communication links to the users it serves.

Index Terms—3D-trajectory planning, solar energy harvesting, UAV communication systems, power and subcarrier allocation, monotonic optimization.

I. INTRODUCTION

FUTURE wireless communication systems are envisioned to provide ubiquitous and sustainable high data-rate communication services [2], [3]. However, in some practical scenarios, deploying conventional terrestrial infrastructure is not cost-effective or not feasible. For example, deploying fixed base stations (BSs) in a timely and economical manner in temporary hotspots, disaster areas, and complex terrains can be challenging. To handle this issue, aerial communication systems based on unmanned aerial vehicles (UAVs) have been proposed as a promising new paradigm to facilitate fast and highly flexible deployment of communication infrastructure due to their high maneuverability, e.g. [4]–[11]. In particular, UAVs equipped with on-board wireless transceivers can fly over a target area and provide communication services. Moreover, since UAVs enjoy high mobility, they can adapt their aerial position according to the real-time locations of the users which introduces additional spatial degrees of freedom for improving system performance. Zeng et al. [5] investigated UAV trajectory design for minimization of the mission completion time in multicast systems. Wu et al. [6] proposed a suboptimal joint trajectory, power allocation, and user scheduling algorithm for maximization of the minimum user throughput in multi-UAV systems. In [7], a suboptimal joint trajectory and power allocation algorithm design was proposed for maximization of the system secrecy rate in a UAV communication system. The placement of UAVs in the three-dimensional (3D) space for maximization of the number of served users and the coverage area was studied in [8] and [9], respectively. Wu et al. [10] studied the capacity region of a UAV-enabled two-user broadcast system and investigated the optimal joint trajectory and communication design. Gong et al. [11] considered a system where a UAV collects data from wireless sensors and the UAV’s trajectory...
and the sensors’ transmit powers were jointly optimized for minimization of the total flight time of the UAV. However, the UAV-based communication systems considered in [5]–[11] were powered by on-board batteries with limited energy storage capacity, leading to a constrained operation time. In fact, the UAVs in [5]–[11] are required to return to their home base frequently to recharge their batteries. Hence, these designs cannot guarantee the provision of stable and sustainable communication services which may create a performance bottleneck in UAV-based communication systems.

To overcome these shortcomings, solar-powered UAVs have received significant attention due to their potential to realize perpetual flight [12], [13]. In particular, solar panels equipped at the UAVs can harvest solar energy and convert it to electrical energy enabling long endurance flights. For instance, Oettershagen et al. [12] and Morton et al. [13] have developed solar-powered UAV prototypes and demonstrated the possibility of continuous flight for 28 hours. However, the amount of harvested solar energy depends on the flight altitude of the UAV. In particular, the intensity of solar energy decreases significantly if the light passes through clouds resulting in a reduced received solar energy flux at the solar panel [14], [15]. Thus, UAVs flying above clouds can generally harvest more solar energy than those flying below clouds. Lee et al. [16] studied the optimal trajectory of solar-powered UAVs for maximization of the harvested solar power. However, [16] focused only on the flight control of solar-powered UAVs. The proposed design did not consider the influence of clouds on energy harvesting based communications. Hence, a higher flight altitude was always preferable as more energy could be harvested. However, since higher flight altitudes lead to a more severe path loss for air-to-ground communications, there is a non-trivial tradeoff between harvesting more solar energy and improving communication performance. This tradeoff does not exist in conventional UAV communication systems and the results derived in [5]–[11] are only applicable to non-energy harvesting UAV communication systems. In our previous work [1], we studied the resource allocation for multicarrier (MC) solar-powered UAV communication systems. In particular, a suboptimal algorithm for joint 3D positioning of the UAV, power adaption, and subcarrier allocation for maximization of the system sum throughput was proposed. However, the constant aerodynamic power consumption model adopted in [1] is only valid when the flight velocity is constant. In practice, the aerodynamic power consumption depends on the flight velocity and contributes significantly to the overall power consumption of the UAV. Hence, assuming constant aerodynamic power consumption is not valid for realistic UAV systems with non-constant speed. Besides, the resource allocation design in [1] focused on the positioning of the UAV and the resulting algorithm cannot be applied for optimization of the 3D aerial trajectory. Furthermore, in UAV-based communication systems, satisfying the quality-of-service (QoS) requirements of the users is of paramount importance [4]. However, in [1], the QoS requirements of the users were not taken into account for resource allocation design. In practice, the coupling between trajectory optimization, aerodynamic power control, and QoS guarantees for communication complicates the optimal resource allocation design for solar-powered MC-UAV communication systems. Moreover, most of the existing trajectory and resource allocation designs for UAV-based communication systems are suboptimal [1], [5]–[11], and the performance gap between these designs and the optimal one is still unknown. In fact, the optimal joint trajectory and resource allocation algorithm design for solar-powered MC-UAV communication systems with QoS constraints is still an open problem.

In this paper, we address the above issues. The main contributions of this paper can be summarized as follows:

- We study the optimal joint trajectory and resource allocation design for solar-powered MC-UAV communication systems, where both offline and online resource allocation are considered.
- The joint trajectory and resource allocation algorithm design for solar-powered MC-UAV communication systems is formulated as a combinatorial non-convex optimization problem for maximization of the system sum throughput over a finite horizon. Our problem formulation takes into account solar energy harvesting, the aerodynamic power consumption, the dynamics of the on-board energy storage, and the QoS requirements of the users.
- We first focus on offline optimization by assuming non-causal knowledge of the channel gains to obtain a performance upper bound for the considered system. Although the resulting optimization problem is non-convex and difficult to tackle, we solve it optimally by exploiting monotonic optimization [17], [18] and obtain the jointly optimal trajectory and power and subcarrier allocation policy.
- We then study the online resource allocation algorithm design which requires only causal knowledge of the channel states. The structure of the derived offline solution serves as a building block for the design of the optimal online resource allocation algorithm. Since the optimal online policy entails a high computational complexity, we also develop a low-complexity suboptimal online algorithm based on successive convex optimization which is shown to achieve a close-to-optimal performance.
- Simulation results reveal that the performance of the two proposed online resource allocation schemes closely approaches that of the offline scheme. Besides, our simulation results show that the proposed designs achieve a significant improvement in average throughput for the considered solar-powered MC-UAV systems compared to two baseline schemes.

The remainder of this paper is organized as follows. In Section II, we introduce the considered MC-UAV communication system model. The offline and the online joint trajectory and resource allocation algorithm designs are provided in Sections III and IV, respectively. In Section V, simulation results are presented, and Section VI concludes the paper.

II. NOTATION AND SYSTEM MODEL

In this section, we present the considered MC-UAV communication system model as well as the adopted solar energy
the trajectory of the UAV during the operation time period $T$ is discretized into $N_T$ waypoints and the period $T$ is divided into $N_T$ equal-length time slots. The duration of each time slot is $\Delta_T$ such that $T = N_T \Delta_T$. Note that the location of the UAV can be assumed to be approximately unchanged during each time slot when $\Delta_T$ is chosen sufficiently small, see [23], [24]. In a given time slot $n \in \{1, \ldots, N_T\}$, the path loss of the communication link between the UAV and user $k \in \{1, \ldots, K\}$ is modeled as $\zeta_n \| \mathbf{r}[n] - \mathbf{r}_k \|^{-2}$, where $\mathbf{r}[n] = (x[n], y[n], z[n])$ and $\mathbf{r}_k = (x_k, y_k, 0)$ specify the 3D Cartesian coordinates of the UAV in time slot $n$ and user $k$, respectively. In particular, $(x[n], y[n])$ and $(x_k, y_k)$ are the horizontal coordinates of the UAV and user $k$, respectively, and $z[n]$ denotes the altitude of the UAV. Besides, $\zeta = \left( \frac{c}{\pi f_0} \right)^2$, where $c$ is the speed of light and $f_0$ is the center frequency of the carrier signal.

Therefore, in a given scheduling time slot $n$, the received signal at downlink user $k$ on subcarrier $i \in \{1, \ldots, N_F\}$ is given by

$$u_k^i[n] = \frac{\sqrt{p_k^i[n]} h_k^i[n]}{\| \mathbf{r}[n] - \mathbf{r}_k \|} d_k^i[n] + n_k^i[n],$$

where $d_k^i[n] \in \mathbb{C}$ denotes the data symbol transmitted from the UAV to user $k$ on subcarrier $i$ in time slot $n$ and we assume $\mathbb{E}\{ |d_k^i[n]|^2 \} = 1$ without loss of generality. $p_k^i[n] \in \mathbb{R}^+$ and $h_k^i[n] \in \mathbb{C}$ denote the transmit power and the channel gain$^4$ from the UAV to user $k$ on subcarrier $i$ in time slot $n$, respectively. In particular, channel coefficient $h_k^i[n]$ captures the shadowing and the small-scale fading effects due to multipath propagation [26], [27]. In fact, according to field measurements, reflection and scattering of the UAV transmit signal occurs in air-to-ground communication links [26], [27] although this is often neglected in the literature [5]–[7], [28]–[30]. $n_k^i[n] \sim \mathcal{CN}(0, \Delta^2)$ denotes the complex additive white Gaussian noise (AWGN) on subcarrier $i$ at user $k$, where $\Delta$ denotes the noise power spectral density and $B = \frac{W}{N_F}$ is the bandwidth of one subcarrier. We note that clouds have negligible impact on radio frequency (RF) signals for carrier frequencies $f_0$ below 10 GHz [31].

**Remark 1:** The considered UAV-mounted transmitter can serve as an aerial mobile BS providing stable and sustainable communication services to multiple ground users in temporary hotspots, disaster areas, and complex terrains [32], etc. The backhaul between the UAV and the core network can be established e.g. via out-of-band free space optical (FSO) links [33], [34].

### C. Solar Energy Harvesting

The considered MC-UAV communication system is powered by the harvested solar energy. In general, the amount of harvested solar energy is affected by clouds [14], [15]. In particular, the harvested solar energy is reduced if there is a cloud between the sun and the solar panel. The attenuation
of the solar light passing through a cloud can be modeled as [15]:

$$\varphi(d_{\text{cloud}}) = e^{-\beta_c d_{\text{cloud}}}$$, \hspace{1cm} (2)

where $\beta_c \geq 0$ denotes the absorption coefficient modeling the optical characteristics of the cloud and $d_{\text{cloud}}$ denotes the distance that the solar light propagates through the cloud. Therefore, the electrical output power of a solar panel at altitude $z$ is modeled by the following function [14]–[16]:

$$P_{\text{solar}}(z[n]) = \left\{ \begin{array}{ll}
\eta S G e^{-\beta_c (L_{\text{up}}-z[n])}, & z[n] \geq L_{\text{up}}, \\
\eta S G e^{-\beta_c (L_{\text{up}}-L_{\text{low}})}, & L_{\text{low}} \leq z[n] < L_{\text{up}}, \\
\eta S G e^{-\beta_c (L_{\text{up}}-L_{\text{low}})}, & z[n] < L_{\text{low}},
\end{array} \right. \hspace{1cm} (3)$$

where $\eta$ and $S$ are constants representing the energy harvesting efficiency and the equivalent area of the solar panels, respectively. Constant $G$ denotes the average solar radiation intensity on earth. $L_{\text{up}}$ and $L_{\text{low}}$ are the altitudes of the upper and lower boundaries of the cloud, respectively, cf. Figure 1. $P_{\text{solar}}(z[n])$ is a piecewise function where the output power of the solar panels increases exponentially with the altitude in the cloud and becomes a constant when the solar panels are below or above the cloud. The non-smoothness of the solar output power significantly complicates resource allocation algorithm design. However, it can be shown that the piecewise function $P_{\text{solar}}(z[n])$ is always bounded below by

$$P_{\text{solar}}(z[n]) = \frac{C_1}{1+e^{-k_c(z[n]-\alpha)}} + C_2$$, \hspace{1cm} (4)

where $C_1 = \eta S G (1 - e^{-\beta_c (L_{\text{up}}-L_{\text{low}})})$, $C_2 = \eta S G e^{-\beta_c (L_{\text{up}}-L_{\text{low}})}$, and $k_c \geq 0$ and $\alpha \geq 0$ are parameters to adjust the gap between the lower bound on the solar output power $P_{\text{solar}}(z[n])$ and the actual solar output power $P_{\text{solar}}(z[n])$. The actual solar output power and the lower bound are illustrated in Figure 2, where the adopted system parameters are specified in Table I. As the actual solar output power is a piecewise non-smooth function, we adopt the lower bound on the solar output power in the sequel to facilitate resource allocation design for solar-powered UAV communication systems.

For the considered solar-powered UAV communication system, we note that there is a fundamental tradeoff between solar energy harvesting and improving communication performance. In particular, the UAV can harvest more solar energy by climbing up to higher altitudes. However, flying at a higher altitude leads to a larger path loss for the communication links between the UAV and the users which causes a degradation of the system performance.

### D. Aerodynamic Power Consumption

In each time slot, we assume that the UAV is in a quasi-static equilibrium condition [23], [29]. This means that the UAV moves smoothly with a small acceleration and the cruising speed is assumed to be a constant during each time slot. In particular, we define $v[n] = (v_x[n], v_y[n], v_z[n])$ as the velocity of the UAV during the $n$-th time slot, where $v_x[n]$, $v_y[n]$, and $v_z[n]$ are the velocity components of $v[n]$ in 3D Cartesian coordinates and are constant during time slot $n$. According to the classical aircraft dynamics of rotary-wing UAVs, the aerodynamic power consumption of a UAV can be modeled as a linear sum of the induced power $^5$ for level flight, the power for vertical flight, and the profile power related the blade drag [35], [36]. In particular, the induced power for level

### Table I

<table>
<thead>
<tr>
<th>System parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier center frequency and bandwidth</td>
<td>700 MHz and 5 MHz [19]</td>
</tr>
<tr>
<td>Number and bandwidth of subcarriers</td>
<td>64 and 78 kHz</td>
</tr>
<tr>
<td>Average solar radiation and efficiency of solar panels, $G$ and $\eta$</td>
<td>1367 W/m² and 0.4</td>
</tr>
<tr>
<td>Altitude of cloud, $L_{\text{up}}$ and $L_{\text{low}}$</td>
<td>700 m and 1400 m [15]</td>
</tr>
<tr>
<td>Absorption coefficient of cloud and area of the solar panel, $\beta_c$ and $S$</td>
<td>0.01 [15] and 1m²</td>
</tr>
<tr>
<td>Parameters of the lower bound on the harvest solar energy, $k_c$ and $\alpha$</td>
<td>0.05 and 1351</td>
</tr>
<tr>
<td>Altitude limitation for UAV, $z_{\text{min}}$ and $z_{\text{max}}$</td>
<td>100 m and 1600 m</td>
</tr>
<tr>
<td>Duration of each time slot and maximum transmit power of the UAV, $\Delta t$ and $P_{\text{max}}$</td>
<td>0.02 s and 42 dBm [19]</td>
</tr>
<tr>
<td>RF power amplifier efficiency and noise power spectral density, $\varepsilon$ and $N_0$</td>
<td>0.5 and $-174$ dBm/Hz</td>
</tr>
<tr>
<td>Maximum horizontal and vertical speed of UAV, $V_{\text{max}}^x$ and $V_{\text{max}}^y$</td>
<td>10 m/s and 4 m/s</td>
</tr>
<tr>
<td>Total area of rotor disks and density of air, $A_0$ and $\rho$</td>
<td>0.18 m² and 1.225 kg/m³</td>
</tr>
<tr>
<td>Mass of the UAV and the gravitational acceleration, $m$ and $g$</td>
<td>4 kg and 9.8 m/s² [12]</td>
</tr>
<tr>
<td>Profile drag coefficient $C_D$</td>
<td>0.08 [35]</td>
</tr>
<tr>
<td>Static power consumption and maximum acceleration of UAV, $P_{\text{static}}$ and $a_{\text{max}}$</td>
<td>5 W and 2m/s² [12], [35]</td>
</tr>
<tr>
<td>Initial and minimum required stored energy, $q_0$ and $q_{\text{end}}$</td>
<td>111 Wh and 55 Wh [12]</td>
</tr>
<tr>
<td>Capacity of the on-board battery, $q_{\text{max}}$</td>
<td>222 Wh [47]</td>
</tr>
<tr>
<td>Error tolerances $\epsilon_1$, $\epsilon_2$, and $\epsilon_3$ for Algorithms 1, 2, and 3</td>
<td>0.01</td>
</tr>
<tr>
<td>Penalty factor, $\xi$</td>
<td>$1 \times 10^{38}$</td>
</tr>
</tbody>
</table>
flight in time slot \( n \) is modeled as [35, eq. (7.10)]:
\[
P_{\text{level}}[n] = \frac{1}{W^{2}} \sqrt{2 \rho A} \left[ \frac{1}{\sqrt{\| (v_x[n], v_y[n]) \|^2 + \frac{W}{V_h^2}}} + 4 V_h^4 \right],
\]
where \( W = mg \) is the weight of the UAV and \( m \) and \( g \) denote the mass of the UAV and the gravitational acceleration, respectively. \( \rho \) is the density of air and \( A \) is the total area of the UAV rotor disks [37]. \( \| (v_x[n], v_y[n]) \| \) represents the horizontal speed of the UAV and constant \( V_h = \sqrt{\frac{W}{2 \rho A}} \) parameterizes the required power for hovering\(^6\) [35], [37].

\(^6\)The required power for hovering is \( P_{\text{hover}} = \frac{W^2}{\sqrt{2 \rho A}} \frac{1}{\sqrt{\frac{1}{\sqrt{4 V_h^4}}} + 4 V_h^4} \).
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System (GPS) signals for determining their respective locations, respectively.

\[ \text{denote the mass of the UAV and the gravitational acceleration, respectively.} \]

In summary, the aerodynamic power consumption of the UAV in time slot \( n \) can be modeled as [35, eq. (7.1)]:
\[
P_{\text{UAV}}[n] = P_{\text{level}}[n] + P_{\text{vertical}}[n] + P_{\text{drag}}[n] = \frac{1}{\sqrt{2 \rho A}} \left[ \frac{1}{\sqrt{\| (v_x[n], v_y[n]) \|^2 + \frac{W}{V_h^2}}} + 4 V_h^4 \right] + \frac{W v_z[n]}{\sqrt{2 \rho A}} + \frac{2}{3} \left( \frac{W}{\sqrt{2 \rho A}} \right) \left( \frac{W}{\sqrt{2 \rho A}} \right),
\]
where \( q_1 = \frac{W^2}{\sqrt{2 \rho A}} \) and \( q_2 = \frac{1}{3} \frac{W^2}{\sqrt{2 \rho A}} \).

III. OFFLINE TRAJECTORY AND RESOURCE ALLOCATION DESIGN

In this section, we design the optimal trajectory and resource allocation based on an offline approach by assuming knowledge of the locations of the users and non-causal knowledge of the channel gains. In particular, we assume that the users are capable of receiving and processing of Global Positioning System (GPS) signals for determining their respective locations. Then, at the beginning of each time slot, handshaking is performed between the UAV-mounted transmitter and the downlink users which allows the UAV to learn the locations of the users. Since the optimal offline trajectory and resource allocation design requires non-causal knowledge of the channel gains, a performance upper bound for the considered UAV communication system is obtained. In the following, after defining the adopted performance metric, we formulate the design as a non-convex optimization problem and solve it optimally using monotonic optimization.

A. Achievable Data Rate

In time slot \( n \), assuming subcarrier \( i \) is allocated to user \( k \), the achievable data rate (bits/s) on subcarrier \( i \) is given by:
\[
R_k[n](p, s, r) = s_k[n] B \log_2 \left( 1 + \frac{H_k[n] p_k[n]}{|r[n] - r_k|^2} \right),
\]
where \( H_k[n] = \frac{C[n] n^2}{N_0 B} \). Variable \( s_k[n] \in \{0, 1\} \) is the binary subcarrier allocation indicator. Specifically, \( s_k[n] = 1 \) if user \( k \) is allocated to subcarrier \( i \) and \( s_k[n] = 0 \), otherwise.

In time slots. The offline trajectory and the transmit power and subcarrier allocation policy are obtained by solving the following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \frac{1}{N_p B} \sum_{n=1}^{N_T} \sum_{k=1}^{K} R_k[n](p, s, r) \\
\text{s.t.} & \quad \sum_{i=1}^{N_p} s_i[n] p_i[n] + P_{\text{UAV}}[n] + P_{\text{static}} \leq q[n], \forall n, \\
& \quad q[n+1] \leq q[n] + P_{\text{solar}}(z[n]) \Delta T, \\
& \quad - \sum_{i=1}^{N_p} s_i[n] p_i[n] + P_{\text{UAV}}[n] + P_{\text{static}} \Delta T, \forall n, \\
& \quad \|v[n+1] - v[n]\| \leq a_{\text{max}} \Delta T, \forall n, \\
& \quad p_k[n] \geq 0, \forall i, k, n, \\
& \quad q[1] = q_0, \quad q[N_T + 1] \geq q_{\text{end}}, \\
& \quad \|v_z[n]\| \leq V_{\text{max}} \Delta T, \forall n, \\
& \quad z_{\text{min}} \leq z[n] \leq z_{\text{max}}, \forall n, \\
& \quad \sum_{k=1}^{K} s_k[n] p_k[n] \leq P_{\text{max}}, \\
& \quad \sum_{k=1}^{K} s_k[n] p_k[n] \leq 1, \forall i, n, \\
& \quad \sum_{k=1}^{K} s_k[n] p_k[n] \leq 0, \text{ otherwise.}
\end{align*}
\]

C1: \( q[n+1] \leq q[n] + P_{\text{solar}}(z[n]) \Delta T \)

C2: \( q[n+1] \leq q[n] + P_{\text{solar}}(z[n]) \Delta T \)

C3: \( r[n+1] = r[n] + v[n+1] \Delta T, \forall n, \)

C4: \( y[n+1] - y[n] \leq a_{\text{max}} \Delta T, \forall n, \)

C5: \( p_k[n] \geq 0, \forall i, k, n, \)

C6: \( 0 \leq q[n] \leq q_{\text{max}}, \forall n, \)

C7: \( q[1] = q_0, \quad q[N_T + 1] \geq q_{\text{end}}, \)

C8: \( \|v_z[n]\| \leq V_{\text{max}} \Delta T, \forall n, \)

C9: \( |v_z[n]| \leq V_{\text{max}} \Delta T, \forall n, \)

C10: \( z_{\text{min}} \leq z[n] \leq z_{\text{max}}, \forall n, \)

C11: \( \sum_{k=1}^{K} s_k[n] p_k[n] \leq P_{\text{max}}, \)

C12: \( \sum_{k=1}^{K} s_k[n] p_k[n] \leq 1, \forall i, n, \)

C13: \( s_k[n] \in \{0, 1\}, \forall i, k, n, \)

C14: \( \sum_{k=1}^{K} s_k[n] B \log_2 \left( 1 + \frac{H_k[n] p_k[n]}{|r[n] - r_k|^2} \right) \geq R_k[n], \forall k, n, \)
Constraint C1 is the energy constraint of the UAV in each time slot where constant \(0 < \varepsilon < 1\) is the efficiency of the power amplifier, \(q[n] \in \mathbb{R}\) is the available energy stored in the onboard battery of the UAV in time slot \(n\), and \(P_{\text{static}}\) denotes the static power consumed for maintaining the operation of the UAV. Constraint C2 is imposed since the available energy of the on-board battery in time slot \(n + 1\) is determined by the harvested solar energy and the energy consumption in time slot \(n\). Constraints C3 and C4 restrict the maximum displacement and the change of velocity of the UAV in each time slot, respectively, where \(q_{\text{max}}\) denotes the maximum possible energy and the achieved throughput while guaranteeing the energy and the change of velocity of the UAV in each time slot. Constraint C5 is the non-negative transmit power constraint. Constraint C6 restricts the maximum energy storage capacity \(q_{\text{max}}\) of the on-board battery. Constraint C7 specifies the available initial energy \(q_0\) and the required remaining energy \(q_{\text{end}}\) in the on-board battery before the first and after the last time slot, respectively. We note that imposing a constraint on \(q_{\text{end}}\) is necessary for providing sustainable communication service since the UAV needs sufficient energy to start the subsequent flight period and for the return flight to the home base.\(^8\) \(V_{\text{max}}\) in constraint C8 and \(V'_{\text{max}}\) in C9 denote the maximum horizontal and vertical speeds of the UAV, respectively. Constraint C10 restricts the minimum flight altitude \(z_{\text{min}}\) and the maximum flight altitude \(z_{\text{max}}\) of the UAV which may be imposed by government regulations. Besides, shading of the solar panel can be avoided by setting \(z_{\text{min}}\) higher than the height of the tallest physical obstacle (e.g., a high-rise building) in the service area. \(P_{\text{max}}\) in constraint C11 denotes the maximum transmit power of the UAV-mounted transmitter to meet a desired transmit spectrum mask. Constraints C12 and C13 are imposed to guarantee that each subcarrier is allocated to at most one user. Constraint C14 imposes a minimum required constant data rate of \(R_{\text{req}}\) for user \(k\) in each time slot. Besides, \(v \in \mathbb{R}^{3N_v \times 1}\) and \(q \in \mathbb{R}^{N_q \times 1}\) are the collections of all \(v[n] = (v_x[n], v_y[n], v_z[n])\) and \(q[n]\), respectively.

**Remark 2:** Note that the proposed joint trajectory and resource allocation algorithm design based on solving (10) is applicable to both day and night time. In particular, during the night, the electrical output power of a solar panel approaches zero \([14]\), i.e., \(P_{\text{solar}}[z[n]] \approx 0\). Consequently, during night time, the UAV has to rely on the energy stored in the on-board battery.

**Remark 3:** We note that the solution of (10), i.e., the proposed joint trajectory and resource allocation algorithm design, strikes a balance between the amount of harvested energy and the achieved throughput while guaranteeing the minimum required data rate for user \(k\) in each time slot.

Problem (10) is a mixed-integer combinatorial non-convex optimization problem and very difficult to solve. In particular, the non-convex combinatorial objective function, the non-convex constraint functions in C1, C2, and C14, and the binary selection constraint C13 are obstacles for the design of an efficient offline trajectory and resource allocation algorithm.

Nevertheless, despite these challenges, in the next section, we will provide the optimal solution to problem (10).

### C. Optimal Solution

In this section, we solve problem (10) optimally by applying monotonic optimization theory \([17], [18]\). To facilitate the presentation, we define \(\tilde{p}_k[i][n] = s[i][n]p_k[i][n]\) and thereby the achievable data rate on subcarrier \(i\) in (9) can be rewritten as:

\[
\tilde{R}_{k}[i][n](\tilde{p}, r) = B \log_2 \left( 1 + \frac{H_k[i][n]}{\|r[n]-r_k[i]\|^2} \xi \sum_{j \neq k} H_k[i][j]p_j[i][n] + 1 \right)
\]

\[
\approx B \log_2 \left( 1 + \frac{H_k[i][n]}{\|r[n]-r_k[i]\|^2} \xi \sum_{j \neq k} H_k[i][j]\tilde{p}_j[i][n] + \|r[n]-r_k[i]\|^2 \right), \quad (11)
\]

where \(\xi \gg 1\) is a penalty factor and \(\tilde{p} \in \mathbb{R}^{N_p \times K \times 1}\) is the collection of all \(\tilde{p}_k[i][n]\). In particular, the term \(\xi \sum_{j \neq k} H_k[i][j]\tilde{p}_j[i][n]\) represents the co-channel multiuser interference at the receiver of user \(k\) if multiple users are multiplexed on subcarrier \(i\) in time slot \(n\). Specifically, if a given subcarrier allocation policy satisfies constraints C12 and C13, \(\xi \sum_{j \neq k} H_k[i][j]\tilde{p}_j[i][n] = 0\). Hence, (11) is equivalent to (9) for all feasible solutions. In other words, \(\xi \sum_{j \neq k} H_k[i][j]\tilde{p}_j[i][n]\) acts as a penalty term to penalize the objective function for any violation of constraints C12 and C13.

Then, adopting the utility function in (11), we rewrite the original problem (10) as:

\[
\max_{\text{p.r.v.}n,\theta} \sum_{n=1}^{N_v} \sum_{i=1}^{K} \sum_{k=1}^{N_k} \log_2 \left( 1 + \frac{H_k[i][n]p_k[i][n]}{\xi \sum_{j \neq k} H_k[i][j]\tilde{p}_j[i][n] + \theta_k[n]} \right)
\]

s.t. C3, C4, C6–C10,

\[
\begin{align*}
\text{C1:} & \quad \sum_{i=1}^{K} \sum_{k=1}^{N_k} \tilde{p}_k[i] + P_{\text{UAV}}[n] + P_{\text{static}} \Delta_T \leq q[n], \quad \forall n, \\
\text{C2:} & \quad q[n] + 1 \leq q[n] + \sum_{i=1}^{K} \tilde{p}_k[i][n] + P_{\text{UAV}}[n] + P_{\text{static}} \Delta_T \\
& \quad \quad - \sum_{i=1}^{K} \pi_k[i][n] \leq \theta_k[n], \quad \forall k, n, \\
\text{C5:} & \quad \sum_{i=1}^{K} \sum_{k=1}^{N_k} \tilde{p}_k[i][n] \leq \theta_k[n], \quad \forall k, n, \\
\text{C14:} & \quad \sum_{i=1}^{K} \tilde{R}_{k}[i][n](\tilde{p}, r) \geq R_{\text{req}}, \forall k, n, \\
\text{C15:} & \quad \|r[n]-r_k[i]\|^2 \leq \theta_k[n], \forall k, n, (12)
\end{align*}
\]

where \(\theta_k[n]\) is an auxiliary variable and \(\theta \in \mathbb{R}^{K \times 1}\) is the collection of all \(\theta_k[n]\). For simplicity, the bandwidth \(N_pB\) is omitted from the objective function. We note that constraint C12 and binary selection constraint C13 have been absorbed into the objective function via the penalty term \(\xi \sum_{j \neq k} H_k[i][j]\tilde{p}_j[i][n]\). The problem formulations in (12) and (10) are equivalent when in (12) on each subcarrier at most one of the powers \(\tilde{p}_k[i][n]\) is non-zero in each time slot. Now, we introduce the following theorem which confirms the equivalence of (12) and (10).

\(^8\)Returning the UAV to a home base before the end of period \(T\) can also be accomplished by adding a linear constraint \(v[N_T] = r_0\) in problem (10), where \(r_0\) denotes the 3D coordinates of the home base.
Theorem 1: For a sufficiently large $\xi \gg 1$, the optimal subcarrier assignment strategy for maximizing the system sum throughput in (12) assigns each subcarrier exclusively to at most one user in each time slot and no subcarrier is shared by multiple users. Hence, (10) and (12) are equivalent.

Proof: Please refer to the Appendix.

Next, we note that constraints C1 and C2 in (12) are non-convex and non-monotonic functions. To facilitate the use of monotonic optimization, we rewrite C1 and C2 in the following equivalent form:

\begin{align*}
\text{C1a:} & \quad \sum_{i=1}^{N_p} \sum_{k=1}^{K} \int_{\tau_k} \rho_k^{(i)} \alpha + P_{UAV}[n] + P_{\text{static}} \leq t[n], \quad (13) \\
\text{C1b:} & \quad t[n] \Delta_T \leq q[n], \quad (14) \\
\text{C2:} & \quad q[n + 1] - q[n] + t[n] \Delta_T - C_2 \Delta_T \\
& \quad \leq C_1 \Delta_T \frac{1}{1 + e^{-k_c(t[n] - \alpha)}}, \quad (15)
\end{align*}

where $t[n]$ is an auxiliary optimization variable. Note that constraint C1a is non-convex due to the term $P_{UAV}[n]$. To tackle this problem, we introduce the following equivalent transformation of constraint C1a:

\[ \text{CTa:} \sum_{i=1}^{N_p} \sum_{k=1}^{K} \int_{\tau_k} \rho_k^{(i)} \alpha + q_1 \mu[n] + W v_z[n] + q_2 \tau[n] \quad + P_{\text{static}} \leq t[n], \]

\[ \text{C16:} \quad \mu[n] \geq \frac{1}{\sqrt{\|v_x[n], v_y[n]\|^2 + \sqrt{\|v_x[n], v_y[n]\|^4 + 4 \sum_k}}}, \quad (17) \]

\[ \text{C17:} \quad \|v_x[n], v_y[n]\| \leq \tau[n], \quad (18) \]

where $\mu[n]$ and $\tau[n]$ are auxiliary optimization variables. We note that CTa and C17 are convex constraints and C16 is monotonically increasing with $\mu[n]$. In addition, constraint C2 in (15) is non-convex due to the logarithmic function term $\frac{C_1 \Delta_T}{1 + e^{-k_c(t[n] - \alpha)}}$. To overcome this difficulty, we take the logarithm of both sides of C2 which leads to constraint C2:

\[ \text{C2:} \quad \ln \left( q[n + 1] - q[n] + t[n] \Delta_T - C_2 \Delta_T \right) \]
\[ \quad - \ln \left( \frac{C_1 \Delta_T}{1 + e^{-k_c(t[n] - \alpha)}} \right) \leq 0, \quad (19) \]

In (19), the term $\ln \left( \frac{C_1 \Delta_T}{1 + e^{-k_c(t[n] - \alpha)}} \right)$ is a concave function, thereby constraint C2 is the difference of two concave logarithmic functions which is still non-convex. To circumvent this issue, we replace C2 with the following equivalent constraints:

\[ \text{C2a:} \quad \ln \omega[n] + \tau[n] \leq E, \quad (20) \]
\[ \text{C2b:} \quad \ln \left( \frac{C_1 \Delta_T}{1 + e^{-k_c(t[n] - \alpha)}} \right) + \tau[n] \geq E, \quad (21) \]
\[ \text{C18:} \quad 0 \leq q[n + 1] - q[n] + t[n] \Delta_T - C_2 \Delta_T \leq \omega[n], \quad (22) \]

where $\omega[n]$ and $\tau[n]$ are auxiliary optimization variables and $E = \ln \left( \frac{C_1 \Delta_T}{1 + e^{-k_c(t[n] - \alpha)}} \right)$ is a constant. We note that constraint C2a is a monotonically increasing function in $\omega[n]$ and $\tau[n]$ and C2b and C18 are convex constraints.

To tackle this problem, we introduce the following equivalent transformation of constraint C2a:

\[ \text{C2a:} \quad \ln \omega[n] + \tau[n] \leq E, \quad (20) \]

Then, to facilitate the application of monotonic optimization theory, we define auxiliary variable $\chi_1[n]$ which satisfies the following constraint:

\[ \text{C19:} \quad 1 \leq \chi_1[n] \leq 1 + \frac{H_k[n]}{\xi \sum_{k \neq k} H_k[n]} + \theta_k[n], \quad (23) \]

where the right hand side is the term inside the logarithmic function in the objective function in (12). Therefore, the original problem in (12) can be equivalently rewritten as:

\[ \text{maximize} \quad \sum_{n=1}^{N_p} \sum_{k=1}^{K} \log_2 \left( \chi_1[n] \right) \]
\[ \text{s.t.} \quad (\chi, \mu, \omega, \tau) \in V, \quad (24) \]

where $\chi \in R_{N_p}^{N_p} K \times 1$, $\mu \in R_{N_p}^{N_p} 1$, $\omega \in R_{N_p}^{N_p} 1$, and $\tau \in R_{N_p}^{N_p} 1$ are the collections of all $\chi_1[n], \mu[n], \omega[n], \tau[n], \nu[n], \psi[n]$, and $\tau[n]$, respectively, and $V = G \cap H$ is the feasible set. In particular, $G$ is a normal set and $H$ is a conormal set [17], [18], and they are given by

\[ G = \{ (\chi, \mu, \omega, \tau) \mid (\chi, \mu) \in P \} \quad \text{and} \quad (25) \]
\[ H = \{ (\chi, \mu) \mid (\chi, \mu) \in Q \}, \quad (26) \]

where feasible set $P$ is spanned by constraints CTa, C1b, C2a, C2b, C3-C11, C15, and C17-C19 and feasible set $Q$ is spanned by constraints C14 and C16.

Algorithm 1 Sequential Polyblock Approximation Algorithm

1. Initialize polyblock $D^{(1)}$. The vertex $\mathbf{v}^{(1)} = (\chi^{(1)}, \mu^{(1)}, \omega^{(1)}, \tau^{(1)})$ is initialized by setting its elements as follows: $\chi_1^{(1)}[n] = 1 + H_k[n] P_{\text{max}}$, $\mu[n] = 1/(\sqrt{2} V_h)$, $\omega[n] = e^E$, and $\tau[n] = E$, $\forall k, i, n$.
2. Set error tolerance $\epsilon_1 \ll 1$ and iteration index $m = 1$
3. repeat (Main Loop)
4. Calculate the projection of vertex $\mathbf{v}^{(m)}$ onto set $G$, i.e., $\Phi(v^{(m)})$, via Algorithm 2
5. Generate new vertices $\mathbf{Y}^{(m)} = \{ v_1^{(m)}, \ldots, v_D^{(m)} \}$, where $v_j^{(m)} = v^{(m)} - (\theta_j^{(m)} - \phi_j(v^{(m)})) u_j, j \in \{1, \ldots, D\}$
6. Construct a smaller polyblock $D^{(m+1)}$ with vertex set $\mathbf{Y}^{(m+1)} = \{ (\mathbf{Y}^{(m+1)} - \mathbf{v}^{(m)}) \cup (\mathbf{Y}^{(m)}) \}$
7. Find $\nu^{(m)}$ as the vertex of $\mathbf{Y}^{(m+1)} \cap H$ whose projection maximizes the objective function of the problem, i.e., $\nu^{(m+1)} = \arg \max \{ \frac{\sum_{k=1}^{K} \sum_{n=1}^{N_p} \log_2(\chi_1[n])} \}$
8. until $|\Phi(v^{(m)} - \nu^{(m)}) - \epsilon_1 |$ is achieved
9. $v^{*} = \Phi(\nu^{(m)})$ and $\mathbf{p}^*, r^*, v^*, q^*, \theta^*$ are obtained when calculating $\Phi(v^{(m)})$.

In (24), the objective function is a monotonically increasing function. The constraint functions are monotonically increasing functions or convex functions and determine the feasible set $V$, which is the intersection of the normal set $G$ and the conormal set $H$. Hence, problem (24) is in the canonical form of a monotonic optimization problem [17], [18]. According to
monotonic optimization theory [17], [18], the optimal solution of (24) lies on the upper boundary of the feasible set \( \mathcal{V} \) and can be approached via the sequential polyblock approximation [22]. In particular, first, we initialize a polyblock \( D^{(1)} \) that encloses the feasible set \( \mathcal{V} = \mathcal{G} \cap \mathcal{H} \). The vertex set of \( D^{(1)} \) is denoted as \( \mathcal{Y}^{(1)} \) and contains one vertex \( \nu^{(1)} \). Here, vertex \( \nu^{(1)} \) is defined as \( \nu^{(1)} \approx (\chi^{(1)}, \mu^{(1)}, \varpi^{(1)}, \tau^{(1)}) \) and represents the optimization variables in (24). Based on vertex \( \nu^{(1)} \), we generate \( D = N_T(N_T K + 3) \) new vertices \( \mathcal{Y}^{(1)} = \{ \nu^{(1)}, \ldots, \nu^{(2)} \} \). Specifically, \( \nu^{(1)} = \nu^{(1)} - \phi_j(\nu^{(1)}) \), \( j \in \{1, \ldots, D\} \), where \( \nu^{(1)} \) and \( \phi_j(\nu^{(1)}) \) are the \( j \)-th elements of \( \nu^{(1)} \) and \( \Phi(\nu^{(1)}) \), respectively. Here, \( \Phi(\nu^{(1)}) \in \mathbb{C}^{D \times 1} \) is the projection of \( \nu^{(1)} \) onto set \( \mathcal{G} \), and \( \nu_j \) is a unit vector containing only one non-zero element at position \( j \). Then, we shrink \( D^{(1)} \) by replacing \( \nu^{(1)} \) with the \( D \) vertices \( \mathcal{Y}^{(1)} \), leading to a new polyblock \( D^{(2)} \) with vertex set \( \mathcal{Y}^{(2)} = (\mathcal{Y}^{(1)} - \nu^{(1)}) \cup \mathcal{Y}^{(1)} \). The new polyblock \( D^{(2)} \) is smaller than \( D^{(1)} \), but still contains the feasible set \( \mathcal{V} \). Then, we choose \( \nu^{(2)} \) as the optimal vertex of \( \mathcal{Y}^{(2)} \) under the projection that maximizes the objective function of the problem in (24), i.e., \( \nu^{(2)} = \arg \max_{\nu \in \mathcal{Y}^{(2)} \cap \mathcal{H}} \{ \sum_{n=1}^{N_T} \sum_{k=1}^{N_p} \log_2(\chi^{(2)}_{[n]}) \} \).

Similarly, we repeat the above procedure to shrink \( D^{(2)} \) based on \( \nu^{(2)} \), constructing a smaller polyblock and so on, i.e., \( D^{(1)} \supset D^{(2)} \supset \cdots \supset \mathcal{V} \). The algorithm terminates if \( \| \nu^{(m)} - \Phi(\nu^{(m)}) \| \leq \epsilon_1 \), where the error tolerance constant \( \epsilon_1 > 0 \) specifies the accuracy of the approximation. Figure 3 illustrates the algorithm for a simple case, which, for simplicity of presentation, includes only two optimization variables, i.e., \( \chi \) and \( \mu \). We summarize the proposed sequential polyblock approximation algorithm in Algorithm 1.

The projection of vertex \( \nu^{(m)} \), i.e., \( \Phi(\nu^{(m)}) \), is required in each iteration of Algorithm 1. Specifically, \( \Phi(\nu^{(m)}) \) can be represented as \( \Phi(\nu^{(m)}) = \lambda \nu^{(m)} = \lambda (\chi^{(m)}, \mu^{(m)}, \varpi^{(m)}, \tau^{(m)}) \), where \( \lambda = \max_{\beta} \{ \beta | \beta \nu^{(k)} \in \mathcal{G} \} \) is the projection parameter and the value of \( \lambda \) is between 0 and 1, i.e., \( \lambda \in [0, 1] \) [17], [18]. Thus, we can obtain \( \lambda \) via the bisection search method [38]. In particular, for a given projection parameter \( \lambda \) and vertex \( \nu^{(m)} \), we can check the feasibility of \( \lambda \nu^{(m)} \in \mathcal{G} \) by checking the feasibility of the following convex problem:

\[
\begin{align*}
\max & \quad 1 \\
\text{s.t} & \quad C_{1b}, C_{3–11}, C_{15}, C_{17}, \\
& \quad C_{1a}: \sum_{i=1}^{K} \sum_{k=1}^{N_T} \rho_k^{(i)} [n] + p_i \lambda (\mu[n])^{(m)} + W \nu_z [n] + \rho_2 (r[n])^3 + P_{\text{static}} \leq t[n], \forall n, \\
& \quad C_{2a}: \ln \left( \lambda (\varpi[n])^{(m)} \right) + \lambda (\tau[n])^{(m)} \leq E, \\
& \quad C_{2b}: \ln \left( \frac{C_1 \Delta_t}{1 + e^{-k(z[n] - \alpha)}} + \lambda (\tau[n])^{(m)} \right) \geq E, \forall n, \\
& \quad C_{18}: 0 \leq q[n + 1] - q[n] + t[n] \Delta_T - C_2 \Delta_T \leq \lambda (\varpi[n])^{(m)}, \forall n, \\
& \quad C_{19}: \lambda (\chi_k^{(m)})^{(m)} \leq \sum_{j \neq k} H_k^{(m)} [n] \rho_j^{(i)} [n] + \theta_k [n], \forall n, \lambda, k, \\
& \quad \leq H_k^{(m)} [n] \rho_k^{(i)} [n] + \frac{K}{\lambda} \sum_{j \neq k} H_k^{(m)} [n] \rho_j^{(i)} [n] + \theta_k [n], \forall n, i, k.
\end{align*}
\]
study online trajectory design and resource allocation schemes which require only causal knowledge of the channel states.

IV. ONLINE TRAJECTORY AND RESOURCE ALLOCATION DESIGN

In this section, we study online trajectory and resource allocation designs which require only causal knowledge of the channel states and the locations of the users. The considered online resource allocation is formulated as a non-convex optimization problem. Inspired by the derived offline solution, we develop an optimal online resource allocation algorithm. Besides, a low-complexity suboptimal scheme is also proposed.

A. Achievable and Expected Data Rate

The online trajectory and resource allocation design is performed in each time slot. The index of the current time slot is denoted by $n_0$, where $1 \leq n_0 \leq N_T$, and we assume subcarrier $i$ is allocated to user $k$ in time slot $n_0$. Furthermore, we assume that in the current time slot $n_0$, the UAV can acquire near-perfect instantaneous channel state information (CSI) of user $k$ via handshaking between the UAV and user $k$ at the beginning of the time slot. Then, with the variables defined in the previous sections, the achievable data rate (bits/s) on subcarrier $i$ in current time slot $n_0$ is given by:

$$R_k[n_0](p, s, r) = s_k[n_0]B \log_2 \left( 1 + \frac{H_k[n_0]p_k[n_0]}{\|r[n_0] - r_k\|^2} \right).$$

(28)

For the future time slots $n$, $n_0 \leq n \leq N_T$, the instantaneous CSI of the users is not available at the UAV, yet. However, we assume availability of statistical CSI knowledge and adopt the expected data rate for online trajectory and resource allocation design. In particular, assuming that subcarrier $i$ is allocated to user $k$ in time slot $n$, the expected data rate on subcarrier $i$ is given by:

$$E_R_k[n](p, s, r) = \mathcal{E}\left( s_k[n]B \log_2 \left( 1 + \frac{H_k[n]p_k[n]}{\|r[n] - r_k\|^2} \right) \right),$$

(29)

for $n_0 < n \leq N_T$. For facilitating a tractable resource allocation algorithm design, we rewrite the expected data rate as [40]:

$$E_R_k[n](p, s, r) \equiv s_k[n]B \mathcal{E}\left( \log_2 \left( 1 + \mathcal{E}\{H_k[n]\} \right) \right)$$

$$+ \frac{H_k[n] - \mathcal{E}\{H_k[n]\}}{1 + \mathcal{E}\{H_k[n]\}} \delta \left( \ln 2 - \frac{\mathcal{E}\{H_k[n]\}}{1 + \mathcal{E}\{H_k[n]\}} + o \right)$$

$$= s_k[n]B \left[ \log_2 \left( 1 + \mathcal{E}\{H_k[n]\} \right) \right]$$

$$- \frac{\mathcal{E}\{h_k[n]_2^2\}}{1 + \mathcal{E}\{h_k[n]_2^2\}} \frac{2 \ln 2}{\mathcal{E}\{h_k[n]_2^2\}^2} \ln 2 - \frac{\mathcal{E}\{h_k[n]_2^2\}}{\mathcal{E}\{h_k[n]_2^2\}} + o \right)$$

$$= E_R_k[n](p, s, r) - s_k[n]B \mathcal{E}\left( \log_2 \left( 1 + \frac{h_k[n]_2^2}{\|r[n] - r_k\|^2} \right) \right)$$

$$+ o,$$

(30)

where $\delta = \frac{p_k[n]}{\|r[n] - r_k\|^2}$, ($a$) is due to the second-order Taylor series expansion of $\log_2(1 + H_k[n] \delta)$ around $\log_2(1 + \mathcal{E}\{H_k[n]\})$, $o \geq 0$ denotes the higher-order infinitesimal terms, and we define

$$E_R_k[n](p, s, r) = s_k[n]B \log_2 \left( 1 + \frac{\mathcal{E}\{H_k[n]\}p_k[n]}{\|r[n] - r_k\|^2} \right).$$

(31)

We note that $H_k[n] = \frac{\xi}{N_T} h_k[n]_2^2$ and $\mathcal{E}\{H_k[n]\} = \frac{\xi}{N_T} \mathcal{E}\{h_k[n]_2^2\}$ is a constant whose value can be estimated by averaging historical observations $H_k[n]$. The difference between $E_R_k[n](p, s, r)$ and $E_R_k[n](p, s, r)$ is bounded from above by

$$E_R_k[n](p, s, r) - E_R_k[n](p, s, r)$$

$$\leq s_k[n]B \mathcal{E}\left( \log_2 \left( 1 + \frac{\mathcal{E}\{h_k[n]_2^2\}}{\|r[n] - r_k\|^2} \right) \right),$$

(32)

We note that the bound on the difference in (32) can be very small. In fact, in UAV communication systems, $\mathcal{E}\{h_k[n]_2^2\} \gg \mathcal{E}\{h_k[n]_2^2\}$ holds in general and $\mathcal{E}\{h_k[n]_2^2\}$ is generally small [26], [27] as the line-of-sight (LoS) path dominates in air-to-ground channels. Also, we note that $E_R_k[n](p, s, r)$ is an upper bound on the expected data rate $E_R_k[n](p, s, r)$ for the future time slots $n_0 < n \leq N_T$. Nevertheless, the data rate of current time slot $n_0$, $R_k[n_0](p, s, r)$, is known exactly, cf. (28). Therefore, to facilitate the design of a computationally efficient resource allocation algorithm, we adopt $E_R_k[n](p, s, r)$ as the expected data rate in future time slots in the sequel.\[40\]

B. Optimization Problem Formulation

At the beginning of each of the $N_T$ time slots, online trajectory design and resource allocation are performed and the real-time trajectory and resource allocation policy are updated accordingly. In particular, in every time slot, we maximize the sum of the achievable throughput in the current time slot and the expected throughput in future time slots. Specifically, in the current time slot $n_0$, we obtain the updated trajectory and the transmit power and subcarrier allocation policy by solving the following problem:

$$\begin{align*}
\text{maximize} & \quad \sum_{p, s, r, \nu, q} \frac{1}{N_T} \sum_{i=1}^{N_T} \sum_{k=1}^{K} s_k[n_0]B \log_2 \left( 1 + \frac{H_k[n_0]p_k[n_0]}{\|r[n_0] - r_k\|^2} \right) \\
& + \sum_{n=n_0+1}^{N_T} s_k[n]B \log_2 \left( 1 + \frac{\mathcal{E}\{H_k[n]\}p_k[n]}{\|r[n] - r_k\|^2} \right)
\text{s.t.} & \quad \text{C1–C13},
\end{align*}$$

where $h_k[n]$ is a complex Gaussian variable, the bounded difference in (32) can be expressed in terms of the Rician $\kappa$-factor [41] as $s_k[n]B \mathcal{E}\{h_k[n]_2^2\} \sim \mathcal{E}\{h_k[n]_2^2\}^{2\kappa+1}$.\[40\]The tightness of the upper bound on the expected data rate will be verified by simulations in Section V.
C14a: \[ \sum_{i=1}^{N_F} s_i^k[n_0] B \log_2 \left( 1 + \frac{H_k^i[n_0] p_k^i[n_0]}{\|r_{n_0} - r_k\|^2} \right) \geq R_k^{req}, \]
\[ \forall k, \]
C14b: \[ \sum_{i=1}^{N_F} s_i^k[n] B \log_2 \left( 1 + \frac{\mathcal{E}(H_k^i[n]) p_k^i[n]}{\|r[n] - r_k\|^2} \right) \geq R_k^{req}, \]
\[ \forall k, n \in \{n_0 + 1, \ldots, N_T\}. \] (33)

In (33), constraints C1–C13 are the same as in the case of offline algorithm design in (10) and C14a and C14b specify the minimum required data rate and the expected data rate for user \( k \) in the current time slot \( n_0 \) and the future time slots, respectively. In particular, for the future time slots, since the CSI of the users is not available, C14b imposes a minimum requirement on the upper bound on the expected data rate of the users in any future time slot \( n, n_0 < n \leq N_T \), and the actual expected data rate for user \( k \) might be slightly lower than the minimum requirement \( R_k^{req} \). Nevertheless, in the current time slot, the minimum required data rates of all users are guaranteed since the CSI is known. Similar to the problem formulation for the offline algorithm design in (10), problem (33) is a mixed-integer non-convex optimization problem which is very difficult to solve. Nevertheless, in the next subsections, we will develop optimal and suboptimal solutions to problem (33).

C. Optimal Solution

Following the same logic as for solving the offline case and reusing the corresponding variables, we can rewrite (33) as:

\[ \max_{p, \tau, \theta, v} \sum_{n=n_0}^{N_T} \sum_{k=1}^{N_F} \sum_{i=1}^{K} \log_2 \left( 1 + \frac{H_k^i[n] p_k^i[n]}{\xi \sum_{j \neq k} H_k^i[n] p_j^i[n] + \theta_k[n]} \right) \]
\[ \text{s.t. } C_{1a}, C_{1b}, C_{2a}, C_{2b}, C_{3-C11}, C_{15-C18}, \]
C14: \[ \sum_{i=1}^{N_F} B \log_2 \left( 1 + \frac{H_k^i[n] p_k^i[n]}{\sum_{j \neq k} H_k^i[n] p_j^i[n] + \theta_k[n]} \right) \]
\[ \geq R_k^{req}, \forall k, n \in \{n_0, \ldots, N_T\}, \] (34)

where \( H_k^i[n] = H_k^i[n] \) for \( n = n_0 \) and \( H_k^i[n] = \mathcal{E}(H_k^i[n]) \) for \( n_0 + 1 \leq n \leq N_T \). Then, for facilitating monotonic optimization, we impose the following constraint:

C19: \[ 1 \leq \chi_k^i[n] \leq 1 + \frac{H_k^i[n] p_k^i[n]}{\xi \sum_{j \neq k} H_k^i[n] p_j^i[n] + \theta_k[n]}. \] (35)

Now, the problem in (34) can be rewritten in the form of a standard monotonic optimization problem as:

\[ \max_{x, \mu, \omega, \tau} \sum_{n=n_0}^{N_T} \sum_{k=1}^{N_F} \sum_{i=1}^{K} \log_2(\chi_k^i[n]) \]
\[ \text{s.t. } (x; \mu, \omega, \tau) \in \mathcal{V} = \mathcal{G} \cap \mathcal{H}, \] (36)

where feasible set \( \mathcal{G} \) is spanned by constraints C1a, C1b, C2a, C2b, C3-C11, C15, and C17-C19 and feasible set \( \mathcal{H} \) is spanned by constraints C14 and C16. The optimal solution of the monotonic optimization problem in (36) can be obtained by applying the sequential polyblock approximation algorithm summarized in Algorithm 1.

The proposed monotonic optimization based algorithm finds the globally optimal online trajectory and resource allocation policy. However, the computational complexity of the algorithm grows exponentially with the number of time slots and users which is prohibitive for real-time operation of UAV-based communication systems. Hence, in order to reduce complexity, in the next subsection, we develop a computationally efficient suboptimal scheme based on successive convex approximation which finds a locally optimal policy with polynomial time computational complexity. Compared to other methods for obtaining suboptimal solutions of non-convex problems (e.g. the dual decomposition method [42]), successive convex approximation methods are known to converge fast to close-to-optimal solutions [43], [44]. We note that the optimal online scheme is a useful benchmark scheme as it provides a quantitative basis for comparison for any suboptimal algorithm.

D. Suboptimal Solution

Since problem (34) is equivalent to the original online resource allocation problem in (33), we focus on the solution of (34) in this section. With the equivalent constraints introduced in Section III-C, we can rewrite problem (34) as:

\[ \max_{p, \tau, \theta, v} \sum_{n=n_0}^{N_T} \sum_{k=1}^{N_F} \sum_{i=1}^{K} \log_2 \left( 1 + \frac{\sum_{j \neq k} H_k^i[n] p_j^i[n] + \theta_k[n]}{\xi \sum_{j \neq k} H_k^i[n] p_j^i[n] + \theta_k[n]} \right) \]
\[ \text{s.t. } C_{1a}, C_{1b}, C_{3-C11}, C_{15-C17}, \]
\[ \mathcal{C}_2: \ln \left( \omega[n] \right) - \ln \left( \frac{C_1 \Delta_T}{1 + e^{-k_1(\omega[n] - \alpha)}} \right) \leq 0, \forall n, \]
\[ \mathcal{C}_4: \sum_{i=1}^{N_F} B \log_2 \left( 1 + \frac{H_k^i[n] p_k^i[n]}{\sum_{j \neq k} H_k^i[n] p_j^i[n] + \theta_k[n]} \right) \]
\[ \geq R_k^{req}, \forall k, n \in \{n_0, \ldots, N_T\}, \]
C16: \[ \mu[n] \geq 1 \sqrt{\left( ||v_x[n] - v_y[n]|^2 + \sqrt{\left( ||v_x[n] - v_y[n]|^2 \right)^4 + 4 V_h^4} \right)}, \]
\[ \mathcal{C}_{18}: 0 \leq q[n+1] - q[n] + t[n] \Delta_T - C_0 \Delta_T \leq c h^4, \] (37)

In (37), constraint C16 is non-convex which is an obstacle for the design of a computationally efficient algorithm. In order to overcome this difficulty, we rewrite C16 in equivalent form as follows:

C16a: \[ \mu[n] \geq \frac{1}{b[n]}, \forall n, \] (38)
C16b: \[ (b[n])^2 \leq l[n] + \sqrt{\gamma[n]}, \forall n, \] (39)
C16c: \[ l[n] \leq (v_x[n])^2 + (v_y[n])^2, \forall n, \] (40)
C16d: \[ \gamma[n] \leq (l[n])^2 + 4 V_h^4, \forall n, \] (41)
C16e: \[ b[n], l[n], \gamma[n] \geq 0, \forall n, \] (42)

where \( b[n], l[n], \) and \( \gamma[n] \) are auxiliary optimization variables. Yet, C16c and C16d are still non-convex constraints.\footnote{The obtained optimal online resource allocation policy is optimal in the sense that it maximizes the sum of the achievable rate for the current time slot and the upper bound on the expected rate for future time slots.}
In addition, in (37), constraints $\overline{C}_2$ and $\overline{C}_4$ and the objective function are also non-convex. To overcome this difficulty, we first rewrite (37) in equivalent form as a difference of convex (d.c.) programming problem [45]:

$$\min_{p, r, v, q, t, \mu, b, 1, \gamma} - \sum_{n=0}^{N_t} \sum_{p=0}^{N_P} \sum_{k=0}^{K} \log_2 \left( \prod_{j \neq k}^{K} p_j^n \right) + \xi \sum_{j \neq k}^{K} \prod_{j \neq k}^{K} p_j^n + \theta_k[n] - G(p, \theta)$$

s.t. $\overline{C}_1$a, $\overline{C}_1$b, $\overline{C}_3$–$\overline{C}_1$C, $\overline{C}_1$D, $\overline{C}_1$E, $\overline{C}_1$F, $\overline{C}_1$G, $\overline{C}_1$H, $\overline{C}_1$I, $\overline{C}_1$J, $\overline{C}_1$K, $\overline{C}_1$L, $\overline{C}_1$M, $\overline{C}_1$N, $\overline{C}_1$O, $\overline{C}_1$P, $\overline{C}_1$Q, $\overline{C}_1$R, $\overline{C}_1$S, $\overline{C}_1$T, $\overline{C}_1$U, $\overline{C}_1$V, $\overline{C}_1$W, $\overline{C}_1$X, $\overline{C}_1$Y, $\overline{C}_1$Z.

where

$$G(p, \theta) = - \sum_{n=0}^{N_t} \sum_{p=0}^{N_P} \sum_{k=0}^{K} \log_2 \left( \prod_{j \neq k}^{K} p_j^n \right) + \xi \sum_{j \neq k}^{K} \prod_{j \neq k}^{K} p_j^n + \theta_k[n]$$

and $b \in \mathbb{R}^{N_t \times 1}$, $l \in \mathbb{R}^{N_t \times 1}$, and $\gamma \in \mathbb{R}^{N_t \times 1}$ are the collections of all $b[n]$, $l[n]$, and $\gamma[n]$, respectively. We note that the objective function and the constraint functions in $\overline{C}_2$, $\overline{C}_4$, $\overline{C}_6$, and $\overline{C}_8$ are differences of convex functions while the other constraints are convex. Locally optimal solutions for d.c. programming problems, e.g., (43), can be obtained by applying successive convex approximation [46]. In particular, for any point $p^{(m)}$ and $\theta^{(m)}$, we have

$$G(p, \theta) \geq G(p^{(m)}, \theta^{(m)}) + \nabla_p G(p^{(m)}, \theta^{(m)})^T (\hat{p} - p^{(m)}) + \nabla_\theta G(p^{(m)}, \theta^{(m)})^T (\hat{\theta} - \theta^{(k)})$$

where the right hand side of (46) is the summation of affine functions representing a global underestimator of $G(p, \theta)$. Similarly, we can construct global underestimators for the subtrahend convex functions in $\overline{C}_1$, $\overline{C}_6$, and $\overline{C}_8$. Besides, we define $\Psi$, $\Psi^{(m)}$, $\Xi$, and $\Xi^{(m)}$ as the collection of variables $\{p, v, \varphi, \theta, l\}$, $\{p^{(m)}, v^{(m)}, \varphi^{(m)}, \theta^{(m)}, l^{(m)}\}$, $\{q, r, t, v, \mu, b, \gamma\}$, and $\{r^{(m)}, q^{(m)}, x^{(m)}, \varphi^{(m)}, \mu^{(m)}, b^{(m)}, \gamma^{(m)}\}$, respectively. Then, for any given $\Psi^{(m)}$, we can find a lower bound of (43) by solving the following optimization problem:

$$\min_{p, r, v, q, t, \mu, b, 1, \gamma} - \sum_{n=0}^{N_t} \sum_{p=0}^{N_P} \sum_{k=0}^{K} \log_2 \left( \prod_{j \neq k}^{K} p_j^n \right) + \xi \sum_{j \neq k}^{K} \prod_{j \neq k}^{K} p_j^n + \theta_k[n] - G(p, \theta)$$

s.t. $\overline{C}_1$a, $\overline{C}_1$b, $\overline{C}_3$–$\overline{C}_1$C, $\overline{C}_1$D, $\overline{C}_1$E, $\overline{C}_1$F, $\overline{C}_1$G, $\overline{C}_1$H, $\overline{C}_1$I, $\overline{C}_1$J, $\overline{C}_1$K, $\overline{C}_1$L, $\overline{C}_1$M, $\overline{C}_1$N, $\overline{C}_1$O, $\overline{C}_1$P, $\overline{C}_1$Q, $\overline{C}_1$R, $\overline{C}_1$S, $\overline{C}_1$T, $\overline{C}_1$U, $\overline{C}_1$V, $\overline{C}_1$W, $\overline{C}_1$X, $\overline{C}_1$Y, $\overline{C}_1$Z.

and

$$\Xi^{(m)} = \Xi^{(m)}$$

and

$$\Psi^{(m)} = \Psi^{(m)}$$

V. SIMULATION RESULTS

In this section, we evaluate the system performance of the proposed schemes via simulations. The adopted simulation
parameters are given in Table I. We consider a single circular cell where the $K$ downlink users are randomly and uniformly distributed within the cell with radius 800 meter. The initial point of the UAV’s trajectory is set at the origin of the cell and the minimum allowable altitude, i.e., $r[0] = (0, 0, z_{\text{min}})$. In this work, we assume that the entire service area is covered by clouds and we consider the trajectory and resource allocation design during daytime. In each time slot, the small-scale fading coefficients of the channels between the UAV and the downlink users on each subcarrier are independent and identically distributed random variables following a Rician distribution with Rician factor 6 dB. We assume that the minimum QoS requirements for the users is $R_k^{\text{req}} = \frac{R_{\text{req}}}{K}$, where $R_{\text{req}} = 50$ Mbits/s.

Besides, we also consider the performance of two offline baseline schemes for comparison. For baseline scheme 1, we assume the availability of perfect CSI knowledge and the horizontal position of the UAV is fixed at the origin of the cell, i.e., $(x, y) = (0, 0)$. Then, we jointly optimize the flight altitude $z$, velocity, transmit power, and subcarrier allocation. For baseline scheme 2, we assume that the UAV first climbs up to altitude $z = \min\{I_{\text{up}}, z_{\text{max}}\}$ and then stays at that altitude. Besides, the user on each subcarrier is selected at random. Then, we optimize the $(x, y)$ coordinates and the transmit power in an offline manner assuming perfect CSI knowledge.

### A. Convergence of Proposed Algorithms and Accuracy of Upper Bound on Expected Data Rate

In Figure 4 (top figure), we investigate the convergence of the proposed offline scheme and the optimal and suboptimal online schemes, for different time durations $T$ and different numbers of users $K$. For a fair comparison, for the online scheme, we focus on the convergence of the algorithms for the first time slot, i.e., $n_0 = 1$. As can be seen, the speed of convergence of the proposed offline scheme is similar to that of the optimal online scheme as both schemes are based on monotonic optimization. Besides, Figure 4 also reveals that the proposed optimal and suboptimal online schemes converge to the optimal offline resource allocation solution for all considered values of $T$ and $K$, while the suboptimal online scheme requires substantially fewer iterations to converge. In particular, for $T = 15$ minutes and $K = 1$, the proposed optimal and suboptimal online schemes converge to the optimal online solution in less than 430 and 20 iterations, respectively. For the case of $T = 30$ minutes and $K = 4$, the proposed optimal offline and online schemes need considerably more iterations to converge due to the exponentially enlarged search space spanned by the larger numbers of users and time slots. In contrast, as can be seen from Figure 4, the number of iterations required for the proposed suboptimal online scheme to converge is less sensitive to the length of the transmission period and the number of users, which demonstrates its practicality. On the other hand, in Figure 4 (bottom figure), we also show the expected system throughput over the period of $1 \leq n \leq N_T$ for $T = 30$ minutes, $K = 4$ users, and $n_0 = 1$. The curve of the upper bound on the expected system throughput is obtained by solving problem (36) and the resulting resource allocation policy is defined as $\Pi$. Besides, we calculate the actual expected system throughput by substituting $\Pi$ into $\sum_{i=1}^{N_F} \sum_{k=1}^{K} \mathbb{E}[R_k[n](p,s,r)]$, where $\mathbb{E}[R_k[n](p,s,r)] = \frac{1}{M} \sum_{M=1}^{M} \log_2 \left( 1 + \frac{H_{k,f}[n]}{p^s n_k} \right)$, $H_{k,f}[n]$ are random channel realizations, and $M = 10000$. As can be observed, the performance of the actual expected system throughput and the upper bound on the expected system throughput closely approach the performance of the proposed optimal offline scheme. This indicates that the adopted upper bound $\mathbb{E}[R_k[n](p,s,r)]$ is a good approximation for the actual expected data rate of UAV communication systems for the adopted typical system parameters.

### B. Trajectory

Figure 5 depicts the projection of the trajectory of the UAV onto the horizontal X-Y plane for $T = 15$ minutes, $K = 4$ users, and different resource allocation schemes. As can be observed, at the beginning, the proposed offline and online
schemes and baseline scheme 2 yield similar aerial trajectories which have the UAV first head towards the center of the locations of the users in order to improve the system sum throughput. Subsequently, for the offline and online scheme, the UAV cruises around near the centroid of a virtual triangle connecting the three users that are near each other, since according to (8), the UAV consumes less aerodynamic power during level flight compared to hovering. On the other hand, the UAV in baseline scheme 2 hovers in the air after arriving at the centroid of the three users that are near each other. This is because, with baseline scheme 2, the UAV is required to fly above the cloud to obtain sufficient solar energy supply. Moreover, the trajectory obtained with the proposed optimal offline scheme is more sophisticated than that of the proposed online schemes due to the non-causal knowledge of the CSI. In addition, we also observe that the trajectories of the proposed optimal and suboptimal online schemes are identical during the entire considered time period. On the other hand, for baseline scheme 1, the UAV always hovers above the origin as no optimization of the \((x, y)\) coordinates is performed.

Figure 6 shows the trajectory in the vertical plane for different values of \(T\) and \(K = 4\) users. As can be observed, the proposed offline and online schemes yield very similar trajectories. In particular, for the proposed offline and online schemes, the UAV first climbs up until it is right above the cloud. Then, it cruises above the cloud for a certain period of time. Subsequently, the UAV flies to a lower altitude to come closer to the users to strike a balance between the amount of energy that can be harvested and the achieved throughput. In fact, since the UAV is energy limited, it first harvests and stores sufficient energy in the battery above the cloud and then descends to a lower altitude which leads to a smaller path loss for the communication links between the UAV and the users and thereby improves the system sum throughput. Besides, for longer periods \(T\), the offline and online schemes force the UAV to stay above the clouds for a longer time since more energy is required to sustain the operation of the UAV for longer flight periods. In addition, from Figure 6, we also observe that the vertical trajectory of the proposed suboptimal online algorithm closely approaches that of the proposed optimal online algorithm. On the other hand, for baseline scheme 1, the UAV hovers above the cloud for a longer time duration compared to the proposed offline and online schemes. In fact, since for baseline scheme 1, the UAV is fixed in the horizontal plane, i.e., \(\| (v_x[n], v_y[n]) \| = 0\), a higher aerodynamic power is consumed compared to the proposed offline and online schemes. Thus, for baseline scheme 1, the UAV needs to harvest more solar energy. For baseline scheme 2, as expected, the UAV climbs to altitude \(z = \min \{ L_{\text{up}}, z_{\text{min}} \}\) and stays at the fixed altitude for the rest of the considered period.

C. Velocity

Figure 7 shows the horizontal and the vertical velocities of the UAV during the considered period of \(T = 30\) minutes for different resource allocation schemes and \(K = 4\). As can be observed, for the vertical velocity, for the proposed offline and online schemes, the UAV flies at the maximum vertical speed \(|v_z|^\text{max}\) whenever climbing up or down. Furthermore, for the horizontal velocity, for the proposed offline and online schemes, the UAV flies with the maximum horizontal speed \(V_{xy}^\text{max}\) when it flies above the clouds to reduce the aerodynamic power consumption. This is due to the fact that cruising consumes less power than hovering at a static location for the considered system setting, cf. (8). However, the UAV reduces the horizontal speed to 0.1 m/s when flying at the lowest altitude since an excessively large horizontal velocity may lead to a large horizontal displacement which causes large fluctuations of the path loss of the communication links and a degradation of the system throughput. Moreover, we also observe that the proposed optimal and suboptimal online schemes yield a similar velocity control policy as the proposed offline scheme. In addition, baseline scheme 1 obtains a vertical velocity policy during the climbing phase similar to that of the proposed schemes. Yet, it prefers a longer time for energy harvesting before flying down since it consumes more aerodynamic power compared to the other schemes. For baseline scheme 2, the UAV speeds up until it reaches a favorable horizontal position for maximizing the system sum throughput and then hovers there during the rest of the period.
D. Stored Energy, Consumed Power, and Harvested Power

In Figure 8, for the proposed offline scheme, we study the stored energy $q$ during the considered period of $T = 30$ minutes for different resource allocation schemes and show the consumed power and the harvest power $P_{\text{solar}}(z[n])$. As can be seen, the stored energy of all considered schemes decreases until the UAV reaches a sufficiently high altitude where energy harvesting is more efficient. Then, the energy in the battery increases as the UAV flies above the clouds where the harvested solar power is higher than the total power consumption. The stored energy decreases again until it reaches the required $q_{\text{end}}$ when the UAV descents and the period available for transmission expires. We notice that the energies stored for the proposed optimal and suboptimal online schemes are similar to that for the proposed offline scheme. In other words, they are expected to also have similar resource allocation policies. Besides, the stored energy of baseline scheme 1 is lower than that of the proposed schemes since more aerodynamic power is consumed due to the fixed horizontal position. Although baseline scheme 2 has more stored energy than the proposed schemes at $n = N_T$ as it operates always above the clouds, its performance is worse than that of the proposed schemes in terms of the system sum throughput due to an exceedingly large path loss. Furthermore, we also show the aerodynamic power consumption, the transmit power consumption, and the harvested power of the proposed offline scheme in Figure 8 (bottom figure). As can be observed, for the adopted system parameters, for the proposed offline scheme, the UAV always transmits signals with the maximum transmit power $P_{\text{max}}$ over the entire period $T$ in order to maximize the system sum throughput. Besides, the aerodynamic power consumption is determined by the flight status. It can be observed that the aerodynamic power consumption of the proposed offline scheme follows the velocity changes shown in Figure 7. On the other hand, Figure 8 shows that the UAV can harvest a considerable amount of solar energy when it is flying right above the clouds, cf. Figure 6.

E. Average System Throughput Versus Transmit Power

In Figure 9, we investigate the average system throughput versus the maximum transmit power of the UAV, $P_{\text{max}}$, for $K = 4$ users, $q_0 = 167$ Wh, and $q_{\text{end}} = 278$ Wh, and different values of the size of the solar panels $S$. In particular, the average system throughput is calculated as $\frac{1}{T} \sum_{t=1}^{T} \max_{i} R_i[n]$. As can be observed, the average system throughputs of the proposed offline and online schemes increase monotonically with the maximum transmit power $P_{\text{max}}$ since they can effectively exploit the increased transmit power allowance to improve the received signal-to-noise ratio (SNR) at the users. Besides, there is a diminishing return in the average system throughput if $P_{\text{max}}$ exceeds 45 dBm. In fact, for high transmit power consumptions, the UAV has to collect and store more energy in the battery, leading to longer hovering times above the clouds. Hence, for a given period of $T$, there is less time left for the UAV to operate at a low altitude to serve the users under a smaller path loss for air-to-ground communications, which partially neutralizes the improvement in the average system throughput introduced by a higher $P_{\text{max}}$. In addition, for a larger value of $S$, the proposed offline and online schemes achieve a higher average system throughput. In fact, since the output power of the solar panels is directly proportional to the size of the solar panel, a UAV equipped with a larger solar panel needs less time to harvest the same amount of solar energy as a smaller solar panel. As a result, the UAV can descent earlier and transmit for a longer time over low-path loss channels to the users. Moreover, as expected, the proposed offline scheme achieves a higher average system throughput than the proposed online schemes. Furthermore, as can be observed, the proposed schemes achieve considerably higher average system throughputs than baseline schemes 1 and 2 due to the joint optimization of the 3D trajectory and the power and subcarrier allocation. In particular, for baseline scheme 1, the horizontal coordinates of the UAV are fixed, leading to a higher aerodynamic power consumption and less energy for data communication which hampers the average system
For baseline scheme 2, although the adopted random subcarrier allocation policy and the fixed flying altitude provide resource allocation fairness and guarantee a sufficient power supply, respectively, they result in a poor utilization of the system resources and severe path loss for air-to-ground communication, respectively.

**F. Average System Throughput Versus Number of Users**

In Figure 10, we investigate the average system throughput versus the total number of users $K$ for $q_0 = 167$ Wh, $q_{end} = 278$ Wh, and different values of $R_{req}$, i.e., $r_1 = 50$ Mbits/s and $r_2 = 150$ Mbits/s. The results shown in this section are averaged over different realizations of path loss and multipath fading where the users are randomly distributed within the cell. As can be observed, the average system throughput for the proposed offline and online schemes and baseline scheme 1 increase with the number of users since these schemes are able to exploit multiuser diversity. In particular, for a minimum required data rate of $R_{req} = r_1 = 50$ Mbits/s, the proposed offline scheme achieves a 14% higher average system throughput for $K = 20$ users than for $K = 1$ user. However, the performance of baseline scheme 2 is independent of the number of users since it employs a random subcarrier allocation policy. Besides, as can be observed from Figure 10, the average system throughput of the proposed schemes grows faster with the number of users than that of baseline scheme 1. In fact, for baseline scheme 1, the UAV cannot adjust its horizontal coordinates $(x, y)$ which limits its capability to exploit multiuser diversity by moving towards users to improve the channel conditions. In addition, the proposed offline scheme achieves a higher average system throughput than the optimal online scheme due to the non-causal knowledge of the channel gains. Moreover, the performance of the proposed suboptimal online scheme closely approaches that of the proposed optimal online scheme, even for a relatively large value of $K$. Furthermore, the proposed schemes and baseline scheme 1 achieve a lower average system throughput when the QoS requirements become more stringent. In fact, to satisfy the higher minimum date rate requirements, the maximum cruising altitude is reduced to alleviate the propagation path loss to the users. As a consequence, the UAV may harvest a smaller amount of solar energy and thereby has to prolong the harvesting duration at high altitude, leaving less time for low altitude communication which reduces the average system throughput.

**G. Average System Throughput Versus Minimum Required Remaining Energy**

In Figure 11, we investigate the average system throughput versus the minimum required remaining energy $q_{end}$ for different values of the maximum storage capacity $q_{max}$ and different resource allocation schemes. As can be seen, the average system throughput of all considered schemes (except baseline scheme 2) decreases monotonically with $q_{end}$. This is because the UAV has to collect more solar energy over the entire period to achieve the larger required remaining energy. As a result, the UAV is forced to fly at a high altitude for a longer duration which degrades the average system throughput. On the other hand, for a smaller maximum storage capacity $q_{max}$, the proposed schemes also achieve a lower average system throughput. In fact, for smaller values of $q_{max}$, the UAV can store less energy in the battery. Once the battery is fully charged, the UAV flies to a lower altitude for a certain period of time and then has to climb up again as the stored energy is not sufficient for the rest of the period. In addition, we observe that the proposed suboptimal online scheme achieves a similar performance as the optimal online scheme. Also, as expected, the proposed offline scheme outperforms the proposed online schemes due to the availability of non-causal knowledge of the channel gains. Furthermore, the performance of baseline scheme 2 is insensitive to $q_{end}$ due to the fixed altitude setting. In particular, for the considered altitude, it can harvest sufficient solar energy to ensure that the remaining stored energy is larger than the minimum required value, $q_{end}$.

**VI. CONCLUSIONS**

In this paper, we investigated the jointly optimal 3D trajectory, power adaptation, and subcarrier allocation algorithm
design for solar-powered MC-UAV communication systems. Due to the propagation properties of solar light and wireless signals, there is a fundamental tradeoff between harvesting solar energy, trajectory energy consumption, and communication performance. To study this tradeoff, we first focused on the optimal offline resource allocation design by assuming non-causal knowledge of the channel gains. The objective of the formulated mixed-integer non-convex optimization problem was to maximize the system sum throughput over a finite operation period taking into account the aerodynamic. Therefore, the optimal solution of the system sum throughput maximization problem in (12) will assign at most one user to each subcarrier.
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