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Motivation

Go

How Google Works ... to think from first principles and real-
world physics rather than having to
accept the prevailing “wisdom”.

s L — —— Larry Page, 2014

with Alan Eagle, foreword by Larry Page




kK228 Path to the future

When the solution is simple, God is answering.

(Albert Einstein)

izquotes.com

FL3E, &is, I{RgE
==E[ e " y aJ{Be] 45
Anything that can go %%%?gﬂ%ﬁ%ﬁ%w. EARRE LEBET(E,

wrong will go wrong. L 2B R R XOR| AR
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— . 1BEaXEEIRETEZE from first principles

* Principled unsupervised learning, yes/no, how?

* End-to-end is all you need (for supervised learning)?
- AM and LM fusion, yes/no, how?

o Multi-lingual ASR needs phonetic knowledge or not, how?
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—. IBEEXERERNETEE from first principles

* Principled unsupervised learning, yes/no, how?

* End-to-end is all you need (for supervised learning)?
- AM and LM fusion, yes/no, how?

o Multi-lingual ASR needs phonetic knowledge or not, how?
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ChatGPTH)HZE

ULEZERA T EEARBIEABE L
EERLHRIEENER (FERM) , AT ChatGPT

y

InstructGPT,

‘ : ChatGPT:
4 o RLHF
el ot (2022/3, 2022/11)
‘ _shot learning
GPTif 5 1% zero-sho 5020]
‘ @ j’aﬁ_\'{}”éﬁ prompting ]
Transformer = Zk (2019)
1 22 X 244 +1Wi (2018)
i o b 22 i
ZEF (2017)

"THERIRChatGPTRIHZ . RENAGIHEEL"
RRESUR, 2023/3/16 10




=1&8 (LM, language model)

1
E

SR AZXBEAESHIIERRE

P(xl'xZJ"'an) — Hp(xilxli'”'xi—l)
i=1

B35 SR8

SMIBERIFIRER LS | | HESSHIIR

X1, X2, Xj—1 (EDJ:SZ) I P(xl|x1,--

'xl—l)

)R

\/
learn 4.5%
predict 3.5%
The best thing about Al is its ability to = Make 3.2%
understand 3.1%
do 2.9%

The best thing about Al is its ability to,

The best thing about Al is its ability to learn,

The best thing about Al is its ability to learn from,

The best thing about Al is its ability to learn from experience,
The best thing about Al is its ability to learn from experience.,
The best thing about Al is its ability to learn from experience. It,
The best thing about Al is its ability to learn from experience. It's,

The best thing about Al is its ability to learn from experience. It's not
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GPTESRE! N Fiillgs + RUFEHEAR (2018)

BRESER, SRR ZHARES

p,eﬁ:{iun Clgsagil;ier Classification Start Text Extract Transformer = Linear SZZI:/ \7%
T Entailment Start i Deli is | Extract [ = sl
Layer Norm a Premise elim | Hypothesis | Extrac | Transformer Linear I Izlgéﬂg%/z%#u&ﬁ

Start Text 1 Deli Text 2 Extract T f
Feed Tnn.rard similarity | ar e elim ex xtrac |:->| ransformer E’ igy¢g1u,r$i$1a
12x —
| | ‘ ‘ ‘ Extract |->| Transformer

Delim Text 1

Layer Norm . ' S
Maske!d I | Start Context Delm | Answer1 | Extract |—>| Transformer H Linear N T
Self Ateniion - eI R /TR R
" Multiple Choice | Start Context Delim Answer 2 | Extract +{ Transformer H Linear
Text & Position Embed Start Context Delim Answer N Extract —b{ Transformer H Linear

>k H GPTJE 3Z[4] "Improving language understanding by Generative Pre-Training" (2018)

“Our work broadly falls under the category of semi-supervised learning for natural language.”

FToaEF)IZx (unsupervised pre-training) EEBWERIAE (supervised fine-tuning) |,
BB ey), HARRDRBITEREZINAEEFS, 12
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Semi-supervised learning (SSL)

@)
® o AAA
o

O o A
o A

Labeled Data
(a)

Supervised learning from labeled data {(x, y)}
e ® A A
©/ A
O
®) @) A
o A
Classification plane

Supervised Learning

(©)

..oo.. o 0..‘.
S N
O 0o e

@ ° A.A.‘.

Labeled and Unlabeled Data
(b)

Collaborative supervised and unsupervised learning

Semi-Supervised Learning

(d)
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Under review as a conference paper at ICLR 2016

ot TOWARDS PRINCIPLED UNSUPERVISED LEARNING

Co-Founder & Chief Scientist

Ilya Sutskever!, Rafal Jozefowicz', Karol Gregor?, Danilo Rezende?
Google Brain' and Google DeepMind?

{ilyasu, rafalj, karolg,danilor, countzero,vinyals}@google.com

, Tim Lillicrap?, Oriol Vinyals!

loss
A

supervised

/ typical
~., unsupervised-
cost .-

.......

global minimum of supervised cost is unrelated fo

global minimum of unsupervised cost

IR EESES

loss
A
supervised

global minimum of supervised cost is
a global minimum of ODM cost

A7 B B AR RO T B H BRI H b

unsupervised
.. ODM cost

\
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Workshop Large Language Models and Transformers  Date Monday, Aug. 14, 2023

Speaker(s) llya Sutskever (OpenAl) Time 3-4p.m.PT

s s s el T Jnsupervised Learning via Distrioutl

b A

Matching

» Gotdata X and Y, no correspondence
e Find F so that distribution(F(X)) ~ distribution(Y)
o Works for high-D X and Y's

Substitution ciphers

Unsupervised machine translation

s Ciritically: it's clear why Distribution Matching has to work

Different from (I'd argue) traditional forms of unsupervised learning

https://simons.berkeley.edu/talks/ilya-sutskever-openai-2023-08-14
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GPT-2 (2019)
B RS T BRBSERIS, FREEEITFIDT

P(output | input)

LAGPT-2 9 ARAI—1 BUFHIER, task. input. outputEFHBAESKFTIAMK

TSRS, XEEEELP (output |task, input ) FYIEA—MESIREL—LHBE L,
BIFER F—1MFE . ANEMESENEEEER G —HLA B
task, input, output

tean, (translate to french, english text, french text)
(answer the question, document, question, answer)

| T

dicted. Since the supervised objective is the the same as the
unsupervised objective but only evaluated on a subset of the
sequence, the global minimum of the unsupervised objective
is also the global minimum of the supervised objective. In
this slightly toy setting, the concerns with density estimation
as a principled trainingm
Stal, 2013) are side stepped. The problom instead becomes 1

GPT=CI Y
principled unsupervised learning
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Generative SSL - Two Different Approaches

* Pre-training (serial collaboration) [ p(x) H p(y|x) }
= Only defines p(x) withouty.

= Perform unsupervised representation learning (called pre-training) on unlabeled data,
followed by supervised training (called fine-tuning) on labeled data.

= This manner of pre-training followed by fine-tuning has received increasing

application in Natural Language Processing. [ o(x) }
* Joint-training (parallel collaboration) )
= A joint model of p(x,y) is defined. [ p(y|x) }

= When we have label y, we maximize p(y|x) (the supervised objective), and when the
label is unobserved, we marginalize it out and maximize p(x) (the unsupervised
objective).

= Semi-supervised learning over a mix of labeled and unlabeled data is formulated as

maximizing the (weighted) sum of log p(y|x) and log p(x).
20



There are many open questions in desighing semi-supervised methods
for particular tasks !

Directed models Undirected models
Latent Variable Joint Random Field
Joint-training [LLCEIGLDE (JRF),
e.g. LABES Joint Energy-based
- Auto-Regressive Random-field
>SL AEUClulll | Language Model, Language Model, e.g.
Discriminative e.g. GPT TRF, Electric
Masked Language
Model, e.g. BERT

[LABES] Y. Zhang, Z. Ou, et al. A Probabilistic End-To-End Task-Oriented Dialog Model with Latent Belief States towards Semi-Supervised Learning. EMNLP, 2020.

[JRF] Y. Song, Z. Ou, et al. Upgrading CRFs to JRFs and its benefits to sequence modeling and labeling. ICASSP, 2020.

[JEM] S. Zhao, J.H. Jacobsen, et al. Joint energy-based models for semi-supervised classification. ICML Workshop on Uncertainty and Robustness in Deep Learning, 2020.

[TRF] B. Wang, Z. Ou. Improved training of neural trans-dimensional random field language models with dynamic noise-contrastive estimation. SLT, 2018. 21
[Electric] K. Clark, M.T. Luong, et al. Pre-Training Transformers as Energy-Based Cloze Models. EMNLP, 2020.



Joint-training of an EBM for semi-supervised image classification

7"'9 (.x, }‘,)
» Joint modeling of observation x € R? and class label y € {1,---, K}
1 h I 1 1t 3
Pe (X, y) — Z(@) exp[u9 (x’ y)] Potential
function
» Consider a NN Wy (x): R — RX and define: -
ug(x,y) = Yo (x)[y] g
. _— _pe(xy) _  explug(xy)] . ) - . ¥ _i
Classifier: pg(y|x) = PG T, explug(cy)] like a K-class logistic regressioir—:
Marginal density: pg(x) = ﬁexp[ue (x)], where ug(x) £ log ., explug (x,y)]
max Z log pe(x;) + Z logpg (yj |xj)
x;~unlabeled (xjyj)~labeled

Yunfu Song, Zhijian Ou. Learning Neural Random Fields with Inclusive Auxiliary Generators. arXiv:1806.00271, 2018. 22



[Submitted on 1 Jun 2018 (this version), latest version 22 Jul 2020 (v5)]
Learning Neural Random Fields with Inclusive Auxiliary Generators

Yunfu Song, Zhijian Ou

In this paper we develop Neural Random Field learning with Inclusive-divergence minimized Auxiliary Generators (NRF-IAG), which is under-
appreciated in the literature. The contributions are two-fold. First, we rigorously apply the stochastic approximation algorithm to solve the joint
optimization and provide theoretical justification. The new approach of learning NRF-IAG achieves superior unsupervised learning performance
competitive with state-of-the-art deep generative models (DGMs) in terms of sample generation quality. Second, semi-supervised learning (SSL)
with NRF-IAG gives rise to strong classification results comparable to state-of-art DGM-based SSL methods, and simultaneously achieves
superior generation. This is in contrast to the conflict of good classification and good generation, as observed in GAN-based SSL.

Classifier JEM
Published as a conference paper at ICLR 2020 log p(y|x) '

YOUR CLASSIFIER IS SECRETLY AN ENERGY BASED
MODEL AND YOU SHOULD TREAT IT LIKE ONE

Will Grathwohl Kuan-Chieh Wang*"& Jorn-Henrik Jacobsen®

University of Toronto & Vector Institute University of Toronto & Vector Institute

Google Research wangkualf@cs.toronto.edu

wgrathwohlfics.toronto.edu j.Jjacobsenlvectorinstitute.ai

David Duvenaud Kevin Swersky & Mohammad Norouzi

University of Toronto & Vector Institute Google Research Figure 1: Visualization of our method,
duvenaud@cs.toronto.edu {kswersky, mnorouzi}Bgoogle.com JEM, which defines a joint EBM from

classifier architectures.
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Joint-training of an EBM for semi-supervised natural language labeling

CRIl: , TRF ,

b [, x
Supervised Po (y | ) Pe( ) Unsupervised
Learning Learnin
g \ IRE /' g
Labeled [ x! vyl Unlabeled
{ Data J /p,e( S ,)\ Data
Edge Potentials Node Potentials
.\ A v P

Vi Yy B Y3 _

Upgrading CRFs
‘ ‘ ‘ ‘ to Joint random fields (JRFs)
for sequential data
01 02 03

BiI-LSTM hl - hz - h3

T T T Yunfu Song, Zhijian Ou, et al. Upgrading
CRFs to JRFs and its benefits to sequence
X1 X9 X3 modeling and labeling. ICASSP, 2020. 24




Table 2. SSL for image classification over CIFAR-10 with 4,000
labels. The upper/lower blocks show generative/discriminative SSL
methods respectively. The means and standard deviations are calcu-
lated over ten independent runs with randomly sampled labels.

Methods error (%)
CatGAN [30] 19.58+0.46
Ladder network [31] 20.4040.47
Improved-GAN [32] 18.63+2.32
BadGAN [33] 14.414+0.30
Sobolev-GAN [34] 15.7740.19
Supervised baseline 25.7240.44
Pre-training+fine-tuning EBM 21.4040.38
Joint-training EBM 15.12+0.36
Results below this line cannot be directly compared to those above.
VAT small [1] 14.87
Temporal Ensembling [2] 12.16+0.31
Mean Teacher [3] 12.31+0.28

Joint-training EBMs outperform
pre-training+fine-tuning EBMs
by a large margin in this task.

CIFAR-10

35 -
—&— Joint-training EBMs

Error rate (%)

8% 20% 50% 100%

—&— Supervised 20.0 1
17.5 1
15.0 A
12.5 A
10.0 A

7.5 A

5.0

SVHN

—&— Supervised
—®— Joint-training EBMs

1.37% 20% 50% 100%

Proportions of labeled data

Fig. 1. Error rates of supervised baseline and joint-training EBMs as
the amount of labels varies on SVHN and CIFAR-10 datasets. The
dash line is the supervised result trained with 100% labeled data.

Can reduce 50% of labels without losing performance.

Yunfu Song, Huahuan Zheng, Zhijian Ou. An empirical comparison of joint-training and pre-training for domain-agnostic semi-supervised

learning via energy-based models. MLSP, 2021.
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Table 3. Natural language labeling results. The evaluation metric is
accuracy for POS and F} for chunking and NER. “Labeled” denotes
the amount of labels in terms of the proportions w.r.t. the full set
of labels. “U/L” denotes the ratio between the amount of unlabeled
and labeled data. “U/L=0" denotes the supervised baseline. “pre.”
and “joint” denote the results by pre-training+fine-tuning EBMs and
joint-training EBMs, respectively.

Labeled | Uz | POStagging | Chunking NER
pre. joint pre. joint pre. joint

0 95.57 78.73 78.19
2% 50 9572 9592 | 81.62 8224 | 76.74 77.61
250 | 9596 96.13 | 82.10 82.26 | 78.49 78.51
500 | 96.08 96.24 | 83.10 83.05 | 79.47 79.17

0 96.81 90.06 86.93
10% 50 | 96.87 96.99 | 91.60 91.85 | 86.37 87.05
250 | 96.88 97.00 | 91.09 91.93 | 86.86 86.77
500 | 9692 97.08 | 91.93 92.23 | 87.57 87.06

0 97.41 94.77 90.74
100% 50 | 9740 9749 | 95.05 95.31 | 91.24 91.34
250 | 9745 97.54 | 95.12 9548 | 91.19 91.51
500 | 97.46 97.57 | 95.19 95.50 | 91.30 91.52

Yunfu Song, Huahuan Zheng, Zhijian Ou. An empirical comparison of joint-training and pre-training for domain-agnostic semi-supervised

learning via energy-based models. MLSP, 2021.

Table 4. Relative improvements by joint-training EBMs compared
to the supervised baseline (abbreviated as sup.) and pretraining+fine-
tuning EBMs respectively. Refer to Table 3 for notations.

| joint over sup. |

Labeled ‘ U/L ‘ POS Chunking NER ‘ POS

joint over pre.

Chunking NER

50 7.9 16.5 -2.7 4.7 3.4 3.7
2% 250 | 12.6 16.6 1.5 4.2 0.9 0.1
500 | 15.1 20.3 4.5 4.1 -0.3 -1.5
50 5.6 18.0 0.9 3.8 3.0 5.0
10% 250 6.0 18.3 -1.2 3.8 9.4 -0.7
500 8.5 21.8 1.0 5.2 3.7 -4.1
50 3.1 10.3 6.5 3.5 5.3 1.1
100% 250 5.0 13.6 8.3 3.5 7.4 3.6
500 6.2 14.0 8.4 4.3 6.4 2.5

e Joint-training EBMs outperform pre-training
EBMs in 23 out of the 27 settings marginally
but nearly consistently.

* A possible explanation: the optimization of
joint-training is directly related to the targeted
task, while pre-training does not.
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—. f"‘j(?l‘izulél’ﬂ%:ﬁw?\% from first principles

* Principled unsupervised learning, yes/no, how?

* End-to-end is all you need (for supervised learning)?

S\

- AM and LM fusion, yes/no, how?

o Multi-lingual ASR needs phonetic knowledge or not, how?

a4kt
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New-generation ASR

HMM DNN-HMM Data-efficient
GMM NN-LM AutoML
N-gram, CTC Trustworthy Al
Smoothing

Attention seq2seq
Tree based state tying

RNN Transducer
MAP,
MLLR Transformer
fMLLR, Speaker CRF
adaptive training N
WFST * Greater representational capability of DNNs 5.4
Discriminative e Larger amounts of labeled speech data for supervised training {4
Training, MMI, MPE « Powerful hardware such GPUs %5 /j

IR, SSRIEERIEATR . SEREAS, 2021/3/29, g
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BiARHE

IEERBIEE P(X|Y) REHE: EEAENELSEE, Tt

CTC RNN-T CTC-CRF
AT FP 70 2R ¥ s KRN
(Graves, 2006) (Graves, 2012) (Xiang&Ou, 2019)
GMM-HMM DNN-HMM Attention Seq2Seq
e TR AR Y TR A 22 ) 2% ETHEE
- R A KA Y -fa R Al KA A (Bengio, 2015)
(IBM, AT&T, 1980s) (Hinton, 2009)
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CTCvs CTC-CRF

CTC

CTC-CRF

p(Y|x) = X r.5(m)=y P(7T|X), using CTC topology B

State Independence

T
p(lx;0) = | [preln)
t=1

e $(mx;0)
Zn'/ e¢(n1,x;9)/

T log p(ms|x)
T, x;0) = Z ;
¢( ) t=1 (+ log PLm (B(Tl’)) Edge potential,

by n-gram denominator LM of labels, like in LF-MMI

p(m|x; 0) = Node potential, by NN

dlog p(y|x; 0) dlog p(m|x; 6)

FY: = Epmiyx0) [ PY:

dlog p(ylx; 0)
00 = Ep(rixy;0)

dp(m, x; 0)
]
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Section Conclusion

* The CTC-CRF framework inherits the data-efficiency of the hybrid approach and
the simplicity of the end-to-end approach.

e CTC-CRF significantly outperforms regular CTC on a wide range of benchmarks,
and is on par with other state-of-the-art end-to-end models.

= English WSJ-80h, Switchboard-300h, Librispeech-1000h; Mandarin Aishell-170h; ...

* Flexibility
= Streaming ASR <- INTRESPEECH 2020
= Neural Architecture Search <- SLT 2021
= Children Speech Recognition <- SLT 2021
= Wordpieces, Conformer architectures
= Multilingual and Crosslingual <- ASRU2021
s CUSIDE: streaming ASR <- INTERSPEECH 2022
= LODR: LM integration <- INTERSPEECH 2022
= Integrating energy-based language model <- INTERSPEECH 2023

https://github.com/thu-spmi/cat
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36th Conference on Neural Information Processing Systems (NeurIPS 2022).

Global Normalization for Streaming Speech
Recognition in a Modular Framework

Ehsan Variani, Ke Wu, Michael Riley, David Rybach, Matt Shannon, Cyril Allauzen

Google Research Librispeech Test-clean
WER%
Abstract 5.1% RNNT streaming
We introduce the Globally Normalized Autoregressive Transducer (GNAT) for
addressing the label bias problem in streaming speech recognition. Our solution 3.8% GNAT streaming
admits a tractable exact computation of the denominator for the sequence-level I

normalization. Through theoretical and empirical results, we demonstrate that 2.5% RNNT non-streaming

by switching to a globally normalized model, the word error rate gap between
streaming and non-streaming speech-recognition models can be greatly reduced (by
more than 50% on the Librispeech dataset). This model i1s developed in a modular
framework which encompasses all the common neural speech recognition models.
The modularity of this framework enables controlled comparison of modelling
choices and creation of new models. A JAX implementation of our models has
been open sourcedEl 34




“Data efficiency” in speech recognition:
towards utilizing the text-only data

>_ “h |I 7 s TTTEEEEEEEEEEEEEEEETEES \
|||||||| — —— “hello

e2e system
« End-to-end (e2e) speech recognition is “data hungry”, text-only data
whose performance relies on the amount of paired
speech-text data. P
paired data

« Text-only & audio-only data are more easily available, %

compared to paired ones (a.k.a. the labeled data).
audio-only data

- o e o e Em e EEm e Em M M e Em M e e Em E—
— e o e o e o e o e M e M e M o e o

How to utilize the text?

Language Model (LM) integration! S mmmmmmmooooo-oooo
Amount of available data.

[1] Li, Jinyu. "Recent Advances in End-to-End Automatic Speech Recognition.” arXiv preprint arXiv:2111.01690 (2021).
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LM integration in Transducer:
some Intuition and heuristic experience

X: speech data, Y: corresponding label sequence.
Hybrid model (e.g., DNN-HMM):

~

Y = arglglax [Pam(X|Y) Perm(Y)] C-

ASRZE S /

E2E model (e.g., RNNT, AED):

~ Pranet (Y[ X
Y = arg max Ran-r (VX

Y Pim(Y)

Pem(Y)

[1] A. Graves, “Sequence transduction with recurrent neural networks,” arXiv preprint arXiv:1211.3711, 2012.
[2] Z. Meng, and et al., “Internal language model estimation for domain-adaptive end-to-end speech recognition,” SLT 2021.
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Related work:
shallow fusion, density ratio and ILME

1. shallow fusion (SF):
Y* = a,rgixfnax (log Prant(Y'|X) + Arlog Perm(Y) + BlY])

2.1 density ratio (DR):

ILM is approximated via a separate NN LM trained with the same
linguistic information as RNN-T (transcript of the audio data).

2.2 ILME (Internal Language Model Estimation):
linear approximation J (gu, f;) ~ J (g4, 0) + J (0, f;)
-_— PILM(yu+1|yO:u) X €xXp (J(gu: 0))

P(@3|X7 Yo, - ayui_l)

1

[ Joint net ]

gu; ftg_
[ Predictor Encoder
Zere ou

yuz’—l ‘

[1] E.McDermott, and et al., “A density ratio approach to language model fusion in end-to-end automatic speech recognition,” ASRU 2019.

[2] Z. Meng, and et al., “Internal language model estimation for domain-adaptive end-to-end speech recognition,” SLT 2021.
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A brief summary of observation about the Predictor.

Table 1. Effect of limited context history [1].

1. The Predictor is commonly very shallow neural network. (e.g. 1x LSTM); Context 0 T 1 T2 4 e
. .. Ist-pass WER | 8.5 [ 74 | 6.6 | 6.6 | 6.6
2. The Predictor only makes use of limited context (Table 1); posterior cost | 34.6 | 5.6 | 5.2 | 47 | 46

3. The ILM estimated from Predictor performs poorly when evaluated as normal LM.

o e RNNTtest 130 Smaller prior cost and perplexity
+£ g0l T baTsesr | 120 denote better LM performance.
8 —e— HAT-train % 110 ‘
5 E100
E 70 ™ 90
peg 80
60 ! o o o <o o o <o o <
012 4 8 16 "2 28 4R AT
ep ochs Training Speech (K hours)
(a) Prior cost of estimated ILM from HAT [1]; (b) Perplexity of estimated ILM from ILME [2].
The “prior cost” measures the —log P(Y). A “normal” LM trained on the transcript has a perplexity of 30.1

[1] E. Variani, and et al, “Hybrid autoregressive transducer (HAT),” in ICASSP 2020.
[2] Z. Meng, and et al., “Internal language model estimation for domain-adaptive end-to-end speech recognition,” in SLT 2021. 38



Low Order Density Ratio (LODR)

( ) ( )

Our observation: conflict Density ratio:
The ILM should be a — Estimate the ILM via a

low order weak LM. separately train well-learned LM.

\ J/

<

Low Order Density ratio:
Estimate the ILM via 2-gram model.

In practice, we obtain the ILM as follows: I
1. Prepare the training corpus: we use the transcript only; [LOW Ordef]
2. Train a 2-gram LM on the corpus using KenLM with LM

some prunes if required”.

" The size of context could be different according to the granularity of the modeling units.

[1] https://github.com/kpu/kenlm



https://github.com/kpu/kenlm

Experiments: in-domain evaluation with large amount of
text corpus

Table 3. Performance of LM integration methods, measured by WER % on
LibriSpeech and CER % on WenetSpeech. The perplexity (PPL) of the ILM is

computed on the transcript of each dataset. “Rel %” measures the relative reduction
of WER (CER) compared to “No LM” setup.

- e = e = = o=

LibriSpeech
Method | ILM PPL Ao A1 dev test
o clean | other | clean other |_ iw_g - _Iiel Uf -
No LM - - - - 2.18 5.33 2.40 5.42 : 3.81 -
SF - - 0.625 1.0 1.82 | 4.06 1.96 442 1| 3.04 20.2
DR 24.72 -0.125 | 0.75 0.5 1.79 4.00 1.97 4.31 : 3.00 21.3
ILME 50.21 -0.125 | 0.75 1.0 1.78 3.99 1.92 435 1| 2.99 21.5
LODR 100.94 -0.125 | 0.75 0.75 1.83 4.00 1.94 4.34 '\ 3.01 21.0
WenetSpeech
Method | ILM PPL Ao A1 B dev test . ave. Rel %
net meeting |- —2_ |- __ _ _
No LM - - - - 11.14 12.75 20.88 : 14.05 -
SF - - 0.25 3.125 9.19 11.73 18.36 1| 12.37 12.0
DR 37.89 0.0 0.25 3.125 9.19 11.73 18.36 : 12.37 12.0
ILME 94.32 -0.125 | 0.375 3.0 9.10 11.56 1826 1| 12.25 12.8
LODR 79.33 -0.125 | 0.375 | 3.125 9.07 11.54 18.23 '\ 12.22 13.0

e

Size of extra corpus:

English: 800 million words
(9.4M words in transcript)

Chinese: 200 million chars
(17M chars in transcript)

p
All methods subtracting

ILM perform better than
the shallow fusion

kcons.istently.

~N
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Experiments: cross-domain evaluation and discussion

Table 4. Performance of LM integration methods evaluated on cross-domain scenarios.

LibriSpeech — Tedlium-2

Method | A Al b dev | test | avg. || Rel %
NolLM| - - - 11.67{11.41|11.51 | -
SF - 10.625| 1.5 [|10.26/10.05/10.13|| 12.0
DR |-0.125(0.625| 1.5 [[10.21]9.85: 9.99 || 13.2 .
ILME |-0.125 0.5 | 1.0 [[10.23| 9.87 110.01 || 13.0
LODR |-0.125|0.625| 1.5 |/10.25| 9.97 {10.08| 12.4 ;
WenetSpeech — AISHELL-1
Method | Ao Al g dev | test | avg. || Rel %
NolLM| - - - 6.32 | 7.22 | 6.63 -
SF - 0.5 |1.375|| 5.11 | 5.56 | 5.26 | 20.7 |
DR |-0.125| 0.5 |1.375]] 5.10 | 5.65 { 5.28 || 204 |
ILME [-0.125| 0.5 |1.125|| 499 | 555 5.18 || 219 |
LODR |-0.375(0.625|0.375|| 4.76 | 5.33 { 495 || 25.3 |

Size of extra corpus:
English (Tedlium-2):
2.2M words (9.4M words in transcript)

Chinese (AISHELL-1):
1.7M chars (17M chars in transcript)
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Librispeech (960 hours). Streaming encoder + stateless Transducer.

Decoding method A A test-clean | WERR | test-other | WERR
Modified beam search - - 2.73 - 7.15 -
+ SF 0.3 - 2.42 11.4% 6.46 9.7%
+ ILME 0.3 -0.05 2.36 13.6% 6.23 12.9%
+ LODR (bi-gram) 0.3 -0.16 2.28 16.5% 5.94 16.9%

Librispeech + Gigaspeech (10k hours). Non-streaming encoder + pruned & stateless Transducer.

Decoding method A Ay test-clean | WERR | test-other | WERR
Modified beam search - - 2.00 - 4.63 -
+ SF 0.3 - 1.96 2.0% 4.18 9.7%
+ ILME 0.3 -0.05 1.82 9.0% 4.10 11.4%
+ LODR (bi-gram) 0.4 -0.14 1.83 8.5% 4.03 13.0%

EK23L3e, LODRFRIILTE!

“Results are reported on icefall, a repo maintained by the K2 team.
[1] https://github.com/k2-fsa/k2
[2] https://github.com/k2-fsa/icefall




—. f""j(?l‘izulél’ﬂ%:ﬁwi% from first principles

* Principled unsupervised learning, yes/no, how?

* End-to-end is all you need (for supervised learning)?

S\

- AM and LM fusion, yes/no, how?

o Multi-lingual ASR needs phonetic knowledge or not, how?

a4kt

1GN=H]



Motivation

* There are more than 7100 languages in the world, and most of them are
low-resourced languages.

* Multilingual speech recognition

= Training data from a number of languages (seen languages) are merged to train a
multilingual AM.

* Crosslingual speech recognition
= The target language is unseen in training the multilingual AM.
= In few-shot setting , the AM can be finetuned on limited target language data.
» In zero-shot setting , the AM is directly used without finetuning*.

* Suppose that text corpus from the target language are available.
Intuitively, the key to successful multilingual and crosslingual recognition is
to promote the information sharing in multilingual training
and maximize the knowledge transferring from the well trained multilingual model to the model
for recognizing the utterances in the new language.

44
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Joining of Acoustics and Phonology (JoinAP)

 The JoinAP method Phi”e

Phonological transformation

= DNN based acoustic feature extraction (bottom-up)
and phonology driven phone embedding (top-down)

are joined to calculate the logits. Phone embedding e;

|

Logits: z;; = eiTht

* JoinAP-Linear

» Linear transformation of phonological-vector p; to define 1
the embedding vector for phone i: DNN output A,
e; = Apl (S ]RH T

DNN based feature extractor

* JoinAP-Nonlinear
= Apply nonlinear transformation, multilayered neural networks: !

Acoustic spectra
— H
e; = AZO-(Alpi) e R

EEEZ (Acoustic) FIEEIFE (Phonology) , (BHSIESERLAZESITH

Chengrui Zhu, Keyu An, Huahuan Zheng, Zhijian Ou. “Multilingual and Crosslingual Speech Recognition using Phonological-Vector 51
based Phone Embeddings” , ASRU 2021.




Phonological features

e Often phones are seen as being the “atoms”

of speech.

But it is now widely accepted in phonology
that phones are decomposable into smaller,
more fundamental units, sharable across all
languages, called phonological (distinctive)
features.

Describe phones by phonological features

= Vowels

* vowel height
 vowel backness

s Consonants

* Place of articulation
* Manner of articulation

Phonological feature

&

syllabic
sonorant
consonantal
continuant
delayed release
lateral

nasal

strident

voice

spread glottis
constricted glottis
anterior
coronal
distributed labial
labial

high

low

back

round

velaric

tense

long

hitone

hireg

I + O I

I + + I

A A

| + O |

1 O I O I

I I + + I

I + O I

e

oo ! o

+

0

0

0

0
0

e

I + O I

I 1 + 1 O I O I

oo 4

1 + 1 + + I I I + O I I + I + I I

oo ! o

I 1 + 1 O I

oo ! o
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Phonological features: micro-decomposition of phones

* Like atoms could be split into nucleus and electrons, phones can be
expressed by phonological features.

IR Matter &= Speech
JT = Atoms = = Phones
TR ERARR EBloN=g e
Periodic table of elements IPA table
[FEFiz. BF B BI4FE
Nucleus, electrons Phonological features



Phonological features: promote information sharing

* Even language-specific phones are connected by using phonological features.

Spanish [talian

T O T | P Ty T 1 Sapapepeg 0,-,0,0

MM EEE s 2l WM MEEEEEE

€. +,+"a+7"'9"03+7'9"Oa'909'"9'9+,','9+a',0a0
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Summary

\-

EEAERNETEE from first principles

* Principled semi-supervised learning

* End-to-end is NOT all you need (for supervised learning)

- AM and LM fusion
o Multi-lingual ASR needs phonetic knowledge

First Principle 55|



BB E ! M3z ma{E!

http://oa.ee.tsinghua.edu.cn/ouzhijian
ozj@tsinghua.edu.cn

Talk videos can be found here at bilibili; Chinese blogs here at zhihu; Code here at github; News here

BORIZE. MBS, M. ABEEMe, XUZD. KRIEE. F|R. 5%
THU-SPMI, TasiTech is hiring!

=RaRHX

Tosi Tech
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