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CRFs for CMs in the lattice case

1. Reduce lattice to sausage
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Motivation 

• The use of FB posterior probabilities as the confidence scores seems to be common
across various audio indexing systems.

A major limitation: its performance for CMs cannot be improved easily.
• Most CM studies seek CMs mainly for the recognized 1-best (the 1-best case) rather
than for all recognized candidates in a lattice (the lattice case)

2. Define CRF over sausage

The conditional distribution p(q| y) :than for all recognized candidates in a lattice (the lattice case).
• How to effectively compute CMs for the lattice case is the main issue studied in this
paper.

Computing CMs by combining various relevant features

The conditional distribution p(q| y) :
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J. Fayolle, et al., “CRF-based combination of contextual features to improve a posteriori
word-level confidence measures”, Proc. Interspeech, 2010.

- introduces (linear-chain) conditional random fields (CRFs) to do sequential labeling and
uses contextual features.

The 1-best case :
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edge potential function

Table 1: performance comparisons between the baseline and the CRF-based 
approach using different configurations of features for CMs (in terms of EER)

- The posterior p(qn = 'correct' | y) is used as the CM for the n-th word.

The lattice case :
• It is not trivial to extend CRF-based CMs from the 1-best case to the lattice case.
• First, (linear-chain) CRFs are probabilistic models suited to label sequence data, while
th l tti f th ASR d d i t ti l

Experimental results

The posterior probability ࢖ሺ࢔ࢗ ൌ ࢔࢑࡯ࡾ࡭ |  ࢔࢑࡯ࡾ࡭ ሻ is used as the CM for word arc࢟

approach, using different configurations of features for CMs (in terms of EER) 
and audio indexing (in terms of keyword search EER). 
#weight denotes the total number of weights used in the CRF model.

features used for the CRF CM
EER

keyword 
search EER #weight

the lattice from the ASR decoder is not sequential.
• Second, Contextual features are defined over a word sequence. We need to figure out
methods to extract such features from the lattice, which is not as straightforward as from
the 1-best transcription.
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fbconf 40.51% 23.98% 297

lmbb 41.52% 25.50% 65

fbconf+lmbb 40.13% 23.24% 359
The DET curves for confidence measures The DET curves for keyword search in audio indexing
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