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Abstract

A general framework for segmentation evaluation is introduced after a brief review of previous work. The accuracy of
object feature measurement is proposed as a criterion for judging the quality of segmentation results and assessing the
performance of applied algorithms. This goal-oriented approach has been shown useful for an objective and quantitative
study of segmentation techniques.

Zusammenfassung

Nach einer kurzen Ubersicht iiber bekannte Arbeiten wird die Bewertung von Segmentierungen in einen allgemeinen
Rahmen gestellt. Als Kriterium zur Qualititsbeurteilungen von Segmentierungsergebnissen und zur Bewertung der
Leistungsfihigkeit angewandter Algorithmen wird die Genauigkeit der Bestimmung von ObjektkenngréBen vorge-
schlagen. Dieser zielgerichtete Ansatz hat sich als niitzlich erwiesen fiir die objektive und quantitative Untersuchung von
Segmentierungsresultaten,

Résumé

Un cadre genéral pour I'évaluation de la segmentation est introduit aprés un bref passage en revue des travaux
existants. La précision de la mesure de I'attribut d’objet est proposée comme critére de jugement de la qualité des résultats
de segmentation et d'évaluation des performances des algorithmes appliqués. Cette approche orientée objectif est
montrée utile pour une étude quantitative objective des techniques de segmentation,
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1. Introduction

Image segmentation is the process that sub-
divides an image into its constituent parts. It is one
of the most critical tasks in automatic image ana-
lysis because the segmentation results will affect all
the following tasks, such as feature extraction and
object classification. Due to its importance, much
effort has been devoted to the segmentation process
and technique development in the last decades.
This has already resulted in quite many (more than
thousands) different algorithms, and the number is
still increasing. Several survey papers have been
published (e.g., [3, 4, 12, 14]), but they only partially
cover the large number of techniques developed.

One important fact in the development of seg-
mentation techniques is that no general theory
exists [4], so this has traditionally been an ad hoc
and problem-oriented process [ 16]. Although some
initial attempts in the direction of a unified theory
were reported (e.g., [13]), this problem is far from
being solved. Note that the models discussed in
[13] for certain classes of images are rather infor-
mal (as indicated by the authors) and relatively
limited. As a result, none of the developed tech-
niques 1s generally applicable. Given a particular
application, finding the appropriate segmentation
algorithm is still quite a problem [12]. The perfor-
mance evaluation and comparison of competing
techniques become indispensable in this context.
We will present a general framework for segmenta-
tion evaluation and comparison in this paper. It is
also useful for providing guidelines in refining exist-
ing techniques.

This paper is organised as follows. In the next
section a brief review of previous work for segmen-
tation evaluation is given. The limitations of these
proposed methods and some open problems are
pointed out. Our new approach for an objective
and quantitative study will be presented in Sec-
tion 3, where a general evaluation framework and
new criteria for segmentation performance assess-
ment are described. In Section 4 several commonly
used object features are studied by comparing
their behaviours in different evaluation situations.
The results show that the measurement accuracy
of object features is related to the quality of
segmented images and different features can have

various technique evaluation abilities. Finally, in
Section 5 the advantages of our approach are sum-
marised.

2. Previous work and open questions
2.1. Early proposed methods

In contrast to the abundant number of existing
segmentation techniques, only few methods for
their evaluation and comparison have been pro-
posed. One important reason for this is the lack of
appropriate measures for judging the quality of
segmentation results and then the performance of
applied algorithms, Below, these methods are brie-
fly reviewed in the sequence of their appearance,
with a special attention to the performance criteria
used by these methods.

Yasnoff et al. [16] proposed to take the number
of mis-classified pixels and their positions into ac-
count for computing two measures: the percentage
of area mis-classified and the pixel distance error.
The first measure is self-explaining. The sum of the
distances between pixels that have been assigned to
a wrong class and the nearest pixels that actually
belong to the correct class is taken as the second
criterion. Similar ideas appear in Abdou et al’s
Figure Of Merit (FOM) for edge detection evalu-
ation [1], so the second criterion suffers from the
same problem as the FOM, namely that various
configurations can be found for which the same
pixel distance error is obtained. Some examples are
depicted in Fig. 1, where the pixel distance errors
for the situations in (A), (B) and (C) are equal (the
numbers of mis-classified pixels are also equal).
Without further processing the three mis-classified
pixels in Fig. 1(A) could be counted as object pixels,
whereas the three mis-classified pixels in Fig. 1(B)
would be counted as background pixels. The conse-
quences of these two cases are different, for
example, both for the influence on the size and the
shape of objects. Moreover, the pixel distance error
cannot distinguish several isolated mis-classified
pixels (Fig. 1(C)) from a cluster of mis-classified
pixels (Figs. 1(A) and (B)), although the error pro-
duced by the latter is more serious than that by the
former.
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(A)

Fig. 1. Various configurations that have equal pixel distance measures and also the same number of misclassified pixels.

Weszka et al. proposed two perceptive ‘goodness’
measures in their method for selecting and evaluat-
ing the threshold [15]. One measure is called the
discrepancy between the original image and the
segmented image, which is actually measured by
the classification error and therefore equal to Yas-
noff et al’s method [16]. The other one is the
so-called busyness of the segmented image. Its cal-
culation is based on the gray level co-occurrence
matrix whose entries are estimates of the joint
probabilities of gray levels for adjacent pixels.
A common point is that no shape property of
objects 1s considered in both of them, so that vari-
ous segmentation results can yield the same
‘goodness’ values. Besides, other techniques than
thresholding ones cannot be evaluated by using this
method as the threshold values are indispensable
for computing these measures.

In the context of developing a rule-based system,
Levine et al. [8] proposed to take the intra-region
uniformity (which is similar to Weszka et al.’s busy-
ness measure [15]), and the inter-region contrast
into account. These criteria are also based on
human intuition of ‘goodness’ so that they are
again the subjective criteria in principle. In addi-
tion, these measures consider neither the shape nor
the size of segmented regions in the evaluation, so
that they can be used only as some complementary
measures for the quality of segmentation.

Instead of examining experimentally segmented
images, Liedtke et al. [9] proposed to study the
segmentation algorithms themselves. By using the
amount of relative ‘a priori knowledge’ incorpor-
ated they qualitatively compared six different algo-
rithms. They found that this amount is decisive for

(B)

(€)

the reliability of an algorithm. However, the
amount of ‘a priori knowledge’ has not been pre-
cisely defined and cannot be measured quantitatively.
Moreover, the way in which how such knowledge
can be incorporated into an algorithm can also be
decisive [19], which they have not considered.

MacAulay et al. [10] tested four simple thre-
sholding algorithms by visually comparing seg-
mented images with the original images. A segmen-
tation is accepted when the area of segmented ob-
jects matches within a margin of 5% to the area of
visually detected objects. In contrast to the
methods mentioned above, no precise objective
measure is calculated and only a subjective esti-
mate of the pixel classification error is applied (see
also [16]).

Sahoo et al. [14] also employed two quality
measures for the evaluation of thresholding tech-
niques. The one is the uniformity criterion adapted
from Levine et al. [8], the other is what they called
a shape measure. They calculated this measure by
the summation of the gradient values over pixels
that have a gray level higher/lower than the average
gray level of their neighbours and also higher/lower
than a selected threshold value. From this summa-
tion, the gradient values over pixels that have
a gray level higher/lower than the average gray
level of their neighbours but lower/higher than the
selected threshold value are subtracted. Apart from
the vague relation of this measure to the form of
objects (for instance, such a measure can hardly
distinguish a square from a circle), this measure is
also very sensitive to isolated noise pixels as these
will be heavily weighted in the computation. In
addition, the role of the threshold value in the



computation, as for the method of Weszka et al,
[15], makes this method only applicable to thre-
sholding techniques.

Recently, a comparative study for several histo-
gram-based thresholding techniques has been per-
formed by Lee et al. [7]. Although the techniques
and images that they used differ from those in the
other studies, the criteria that they employed were
not new. In fact, the two measures used by Sahoo et
al. [14] and the probability of classification error
(see [15, 16]) have been taken. So, this study shares
the same problems as the others.

2.2. Some general problems

The above-mentioned methods have also some
common limitations. First, we should stress that
there is no unique or standard judgment of segmen-
tation results due to the lack of a general segmenta-
tion theory. The various ‘goodness’ criteria pro-
posed can, at best, only provide a rough condition
for a subjectively ‘nice’ segmentation. Moreover,
different criteria may not be compatible. The classi-
fication based criteria just exploit pixel properties.
When region information is to be taken into ac-
count, they may become less important. In general,
they evaluate algorithms regardless of the segmen-
tation goal: the results do not necessarily corres-
pond to what one expects from the analysis.

Second, certain evaluation criteria are also used
inside some particular segmentation algorithms.
That is, the criteria for obtaining a segmentation
and for its evaluation are identical. This will intro-
duce some bias when comparing algorithms of dif-
ferent criteria. For example, some algorithms are
uniformity oriented in nature as indicated by
Sahoo et al. [14]. If the region uniformity criterion
is used in evaluation and comparison, these algo-
rithms would have more chances of showing a
‘better’ performance than others.

The third limitation is related to the involvement
of visual perception, because many methods need
human inspection to provide a reference. In fact,
the quality measurements are defined in terms of
their correlation with human performance. Two
problems arise here. First, the results heavily rely
on the judgement of a particular observer. Second,

although such a procedure may be acceptable for
certain image processing tasks such as image en-
hancement, it is not suitable for an automatic
image analysis where the objective judgement is
mandatory. Note that subjective human judgement
frequently differs from objective computer
measurements. For example, a ‘pleasing’ picture
is not necessarily reflecting an accurate segmenta-
tion.

Finally, experimental results are often supplied
in order to illustrate the effectiveness of proposed
evaluation methods. In all studies cited above only
real images acquired from particular domains are
used. The ‘random’ nature of real images makes the
evaluation results not appropriate for different ap-
plications. Moreover, many indeterminate charac-
teristics of real images make an analytic evaluation
and an accurate comparison complicated because
various properties are mixed, and it is difficult to
study the influence of these individually.

3. New approach

We now present our approach for the objective
and quantitative evaluation and comparison of seg-
mentation algorithms. First we indicate some pri-
mary conditions to be satisfied and introduce
a general framework. Then we describe new criteria
for performance judgement and discuss their ad-
vantages with respect to existing criteria. Lastly, we
explain how synthetic test images can be generated,
how segmentation algorithms should be tested, and
how their performance will be assessed.

3.1. Primary conditions and general framework

As 1s made evident from the discussions pres-
ented above, the following conditions should
be satisfied for an evaluation and comparison
procedure:

(1) It should be general, ic., be suitable for all
segmentation techniques and various applica-
tions. This implies that no parameters nor prop-
erties of particular segmentation algorithms
must be involved so that no bias with respect to
special techniques will be introduced.
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Fig. 2. General framework for segmentation evaluation.

(2) Tt should use quantitative and objective criteria
for performance assessment. Quantitative
means here exactness, objective refers to the
segmentation goal and reality.

(3) It should use images that can be reproduced by
all users for the purpose of algorithm testing.
Moreover, these images should reflect common
characteristics of real applications.

Taking these conditions into consideration, we
have designed a general evaluation framework. It
consists of three related modules as shown in
Fig. 2. The information concerning segmentation
goals, image contents and imaging conditions can
be selectively incorporated into this framework to
generate test images, which makes it suitable for
various applications. This framework is also gen-
eral in the sense that no internal characteristics of
particular segmentation techniques are involved as
only segmentation results are taken into account in
the test. Other particularities will be discussed in
the following sections.

3.2. Criteria for performance assessment

In image analysis, the ultimate goal of image
segmentation and other processes is to obtain
measurements of object features. These measures
are heavily dependent on the results of these earlier
processes. It is therefore obvious that the accuracy
of these measurements obtained from segmented
images would be an efficient index revealing the
performance of applied segmentation algorithms.
Taking into account this ultimate goal, we propose
to use the accuracy of these measurements as the

criteria to judge and rank the performance of seg-
mentation techniques. We call them ultimate
measurement accuracy (UMA). Referring to the
second condition in Section 3.1, such criteria are
certainly objective and quantitative.

In different analysis applications, different object
features can be important. So, the UMA can repres-
ent a group of feature-dependent and so goal-
oriented criteria. It can be denoted as UMA /.
where f corresponds to the considered feature. The
comparative nature of UMA implies that some
references should be available. Depending on how
the comparison is made two UMA types can be
applied, i.e., absolute UMA (AUMA ) and relative
UMA (RUMA ) with the following definitions:

RUMA, = (IR, — S;|/R;) x 100% (2)

where R, denotes the feature value obtained from
a reference image and S, denotes the feature value
measured from a segmented image. The values of
AUMA, and RUMA, are inversely proportional
to the segmentation quality: the smaller the values,
the better the results. It seems from Eq. (2) that the
RUMA, may be greater than 100% in certain
cases. Ln practice, we can limit it to 100% for it does
not make sense to distinguish between very inac-
curate results.

Features used in (1) and (2) can be selected ac-
cording to the segmentation goal. Various object
features can be employed (some examples are
shown in the next section) so that different situ-
ations can be covered. In addition, the combination
of UMA of different object features is also possible.
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This combination can, for example, be accomp-
lished by a weighted summation according to the
importance of involved features in particular ap-
plications. The calculations of (1) and (2) are easy
and do not require much extra effort. For a given
image analysis procedure, the measurement of S 18
a task we need to perform anyhow. The value of R f
can be obtained by a similar process from a refer-
ence image. As will be shown below, R, will be
produced by the image generation module and can
then be used in all evaluation processes.

3.3. Detailed framework

Image generation

In order to satisfy the third condition in Sec-
tion 3.1, synthetic test images arc used. They can be
easily manipulated and reproduced. Besides, image
synthesis can easily provide reference feature values
as being needed in (1) and (2). The image generation
module consists of four related components [20].
The first one is to compose the basic image, which
can be done on the basis of a simple model of an
application. The basic image is the starting point
for generating test images. In ‘object variation’, the
object in the basic image is modified to provide
images with a variety of object numbers, sizes,
shapes, etc., in order to be able to approximate the
contents of real images. Different corruption
and/or distortion factors, such as various noise and
blurring, can be simulated. They will then be com-
bined with a variety of objects to form sets of test
image. Before this combination, some features are
computed from corruption-free images; they will
serve as a reference later on. Such a procedure
permits us to incorporate the application domain
knowledge, the image content information and the
image forming conditions into synthetic images, so
these images can represent the reality quite well.

Test procedure

This is a typical image analysis procedure, It
consists of two consecutive steps: segmentation and
measurement. In segmentation, the algorithm is
treated as a ‘black box’. We give it a test image as
input, and we take the segmented image as output.
From the segmented image the real feature values

Segmentation Original and Real
Goal Feature Measuremenis
Feature UMA
Selection Calculation
Performance
- .
4 Interpretation
Image Evaluation
Generation Results

Fig. 3. Detailed scheme of performance assessment module.

can be obtained from the extracted objects, and
these values will be used in the module ‘perfor-
mance assessment’. It is easy to be seen that the first
condition in Section 3.1 is satisfied by using this
procedure.

Performance assessment

The performance assessment module can be
divided into three components as shown in Fig. 3.
Note the inter-relation among these components.
According to the segmentation goal, different ob-
ject features should be selected for a particular
evaluation. Appropriate synthetic images are then
generated in accordance with the selected object
features. In other words, various images can be
designed and generated to meet the evaluation con-
ditions. With the feature values obtained both from
reference images and segmented images, the UMA
calculation can be carried out. Combining the re-
sults and the image generation conditions, the algo-
rithm’s performance can be quantitatively assessed
as shown above.

4. Object feature study
4.1. Features selected

Different object features may be important in
different applications to describe object properties.
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On the other hand, they can also have a different
effectiveness in judging segmentation results in
various situations. In cell biology, robot vision, and
many other applications, geometric features are
commonly employed (see, e.g., [2], [11]). In the
following, the evaluation ability of four geometric
features will be studied as examples. They are area
(A), perimeter (P), form factor (F) and circularity
(C) of objects.

F is derived from the 4 and P of objects, which
describe the form of objects:

F =(P*)/(4rA) 3)

C is measured for two circles, whose centers are
defined to be at the objects center-of-mass:

C = (radius of inscribed circle)/(radius of circum-
scribed circle) 4)

These are only four of many possible features that
can be used. All of them can be directly measured
from the extracted objects in the segmented images.
Other features can be taken instead.

4.2, Methods

For this study, one set of synthetic test images (16
images) is generated. We use images of size
256 x 256, with 256 gray levels. The basic image is
composed of a circular disc (diameter 128) with
gray level 144 on the middle of a homogeneous
background of gray level 112. This image can be
seen, for instance, as a simple model of cytologic
image [5]. To simulate objects of different shape,
a set of elliptical objects are produced in ‘object
variation’ by simultaneously adjusting the length of
the long and short axes of these objects. These
objects are numbered from # 1 to # 4 whose eccen-
tricities are 1.0, 1.5, 2.0 and 2.5, respectively. Here
we keep the areas of the objects constant so as to
avoid the influence of object size, because segmen-
tation techniques generally perform better for im-
ages containing relatively bigger objects [21].

The reference values of the four features with
these four objects are different. To see more clearly
their relative magnitude, which are more important
than the absolute magnitudes, these values are nor-
malised to the range [0,1] and shown in Fig. 4.

Normalized reference feature value
1 —— 5

0.6 1

044

G-al 4p &F HcC

0.2 T T
# #2 *3 #4

Object

Fig. 4. Normalised reference feature values of different objects
in generated images.

Note that except for area, all other features have
a monotonic and significant change along the ob-
ject axis.

In image formation, noise is one of the most
important and common corruption factors. The
noisy effect has been simulated by adding uncor-
related zero-mean Gaussian noise as examples. The
standard deviations of the Gaussian noise used
were 4, 8, 16, 32, respectively. The Signal-to-Noise
Ratio (SNR) of images is more meaningful than the
absolute noise level in images, and is defined as (see

[1,6]):
SNR = (h/a)? (5)

where h is the grey level difference between the
object and background regions, and ¢ is the stan-
dard deviation of the noise. According to (5), the
SNR of the generated images are 64, 16, 4, and 1,
respectively. These values cover the range of most
applications (see, e.g., [6]). Another common dis-
tortion in image formation is the production of
a transition region [18]. In this study the transition
region is simulated by filtering the noise-free images
with a 3 x 3 uniform filter. The images thus gener-
ated are shown in Fig. 5. In Fig. 5, the eccentricity
of objects increases along the horizontal axis and
the SNR of images increases along the vertical
axis. Since different object variation and image
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Fig. 5. Examples of synthetically generated images.

corruption information are independently incorp-
orated into this set of images, several experiments
can be performed to individually study them.

The generated images have been segmented
separately by thresholding them with all possible
threshold values between the grey levels of object
and background. After each thresholding, one
opening operation is applied. This process consists
of a binary erosion followed by a binary dilation,
both with 8-connectivity. The morphological op-
erations help to eliminate incidentally touching
noise pixels and make the feature measurement
more reasonable. Then the largest object is selected;
the inside holes are filled. To cope with the random
nature of noise, ten noisy images are generated for
each SNR level. The feature measurement is per-
formed after segmenting each of these ten images,
and the average of the ten values is taken as the
final feature value. Note that this simple procedure
based on the thresholding is quite representative. In
fact, all segmentation techniques based on global
thresholding can be covered as they are mainly
different in the way to select a threshold value.
Two factors are taken into account for choosing
this procedure. One is its simplicity, so that the
description and presentation of this study will
be clear and so that the emphasis will be focused
on evaluation. Another is that this procedure
does provide a set of gradually segmented

; Nommalised AUMAf

A Pp AF B¢

Threshold value

Fig. 6. Results for four object features for the image containing
object # 3 with SNR = 16.

images. As our objective here is to study the behavi-
our of different features in UMA calculations, this
procedure is quite effective.

4.3. Experimental results

The experimental results are shown by plots of
different UMA values (obtained from (1) or (2))
against the threshold values which can be con-
sidered as the control parameters of the above
segmented images.

First experiment

In this experiment we study the behaviour of
these four features as a function of the threshold
value. As an example, we show the results obtained
by (I) for the image containing object # 3 with
SNR = 16 in Fig. 6. In order to easily compare the
magnitudes of four features, these values have been
normalised to the range [0,1].

From Fig. 6 we see that all feature curves have
a local minimum located at some threshold value.
Along with the change of threshold values, the
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Fig. 7. Results for four object features for four SNR = 64 images.

AUMA  values are also varied. The AUMA , value
is seen as an index of the quality of segmented
images. In other words, all four object features can
be used in the AUMA, calculation for the purpose
of judging segmented results. Two important as-
pects can also be derived from Fig. 6. The first is
that the local minima are not located at the same
place. This implies that when different features
were used different optimal threshold values are

expected. The second is that these curves have
different forms. The difference among these curves
shows various abilities of these features to test
a small change of the parameter values (the
threshold values) in segmentation techniques (the
thresholding techniques). The A curve has a pro-
nounced local minimum and this curve steadily
follows the change of the threshold value. The other
features are less sensitive to this change, which is
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Fig. 8. Results for four object features for four images containing object # 1.

shown by the relative flatness of their curves, espe-
cially in the middle range of the threshold values.
From one side, it shows that the accurate measure-
ment of object area is highly related to the perfor-
mance of segmentation algorithms. In other words,
a smaller variation of techniques can cause a larger
difference of the measurement results. From the
other side, it also means that the 4 feature would be
more suitable than the other ones to appraise the

10

quality of differently segmented images because
even a smaller alteration of the segmented images
can be detected.

Second experiment

In this experiment we take a look at the behavi-
our of these four features and the relation with the
object shape. The comparison is made with images
having the same SNR level in order to isolate the
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effect of object variation. The results obtained by
(1) from four images with SNR = 64 are shown in
Fig. 7. All values in these figures have been nor-
malised to the range [0,1] for comparison.

The plots in Fig. 7 show that the sensitivity of
these feature values with respect to the shape vari-
ation of objects is different. As an example, we can
compare the F and C curves shown in Fig. 7(C) and
(D). For more elongated elliptical objects, the accu-
racy for measuring circularity becomes better
whereas that for measuring form factor becomes
worse. On the other side, the P curves and C curves
shown in Fig. 7(A) and (B) are also not alike.
Note that all these results are obtained from the
same segmented images. These differences show
that the dependence of feature measurements on
the object shape must be taken into account
in evaluation when images containing objects of
different shapes. Otherwise some bias will be
introduced.

Third experiment

In this experiment, we focus on the behaviour of
the UMA values of these four features and the
relation with different SNR levels in images. The
results obtained by (2) for images containing the
same object # 1 but with different SNR (images
taken along the vertical axis of Fig. 5) are collected
in Fig. 8.

From Fig. 8 we see that the influence of noise
upon the measurement of object features is quite
different. The A curves are again distinct from the
other ones. In Fig. 8(A), the A curves are shifted (it
is mainly caused by the opening operation) to the
left with the decrease of SNR level, but they still
keep the same form. Since the feature value vari-
ation is caused by the change of algorithm para-
meters, the ability of 4 to test the influence of
parameter modification is relatively independent of
the SNR level of images. It is thus possible by
choosing the appropriate parameter values of an
algorithm to obtain comparable results from im-
ages of different SNR level. The curves of other
features are monotonically moving up with the
decrease of SNR level. Besides, the forms of these
curves are also modified, which ranged from rela-
tive flat for the higher SNR cases to somehow sharp
for the lower SNR cases. Both effects mean that the

1
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UMA values of these features are more related to
the SNR level of images.

The above experiments are only examples that
show the behaviour difference among the features
in evaluation, with different image contents and
imaging conditions. According to the generality of
the evaluation framework and performance cri-
teria, other features can be studied and used in
evaluation according to the segmentation goal.
More complicated algorithms and images can also
be tested.

5. Concluding remarks

In this paper, we first presented an overview of
existing segmentation evaluation methods, with an
emphasis on their limitations and weakness. This
survey shows that the appropriate criteria for judg-
ing algorithms are critical. In an attempt to study
segmentation techniques objectively and quantita-
tively, we proposed new performance criteria and
introduced a general framework. These criteria are
based on the measurement accuracy of object fea-
tures from segmented images. Several object fea-
tures are studied in the context of their ability to
assess segmentation performance within the gen-
eral framework.

The advantages of our new approach are multi-
fold. First is the generality. This approach is appro-
priate for a wide range of techniques and real
applications. This is because that the evaluation
criteria are independent of applied segmentation
algorithms and the general framework can be
adapted according to the requirement of a special
segmentation task. Second is the effectiveness. In
image analysis, what we are most interested in is to
obtain an accurate measurement of object proper-
ties and the performance criteria that we used are
suitable for this task. Thirdly, no subjective bias has
been introduced in the evaluation process. The
results obtained are objectively accurate. Fourthly,
our approach is based on the comparison with
exact references. As we know the ‘best’ achievable
result, all algorithms can be easily ranked against
the ‘ground-truth’.

The proposed approach has been applied to
study different segmentation techniques with
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satisfactory results. One study is the comparison of
five distinct thresholding techniques with images
containing objects of different sizes and distorted
by noise [21]. Another comparison of thresholding
techniques with other types of segmentation tech-
niques also provides useful information regarding
to different imaging and pre-processing conditions
[17]. In addition, a complete evaluation and com-
parison study has also been carried out with valu-
able results [18]. In this study different types of
representative segmentation procedures that in-
clude both boundary-based and region-based tech-
niques as well as the algorithms using parallel and
sequential strategies are treated. Besides, images of
various contents and differently corrupted are used.
All those studies show that our approach for objec-
tive and quantitative segmentation evaluation and
comparison is valid and useful.
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