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ABSTRACT

In fifth-generation (5G) communications, millimeter wave (mmWave) is one of the key technologies to increase the data rate. To overcome this technology’s poor propagation characteristics, it is necessary to employ a number of antennas and form narrow beams. It becomes crucial then, especially for initial access, to attain fine beam alignment between a next generation NodeB (gNB) and a user equipment (UE). The current 5G New Radio (NR) standard, however, adopts an exhaustive search-based beam sweeping, which causes time overhead of a half frame for initial beam establishment. In this paper, we propose a deep learning-based beam selection, which is compatible with the 5G NR standard. To select a mmWave beam, we exploit sub-6 GHz channel information. We introduce a deep neural network (DNN) structure and explain how we estimate a power delay profile (PDP) of a sub-6 GHz channel, which is used as an input of the DNN. We then validate its performance with real environment-based 3D ray-tracing simulations and over-the-air experiments with a mmWave prototype. Evaluation results confirm that, with support from the sub-6 GHz connection, the proposed beam selection reduces the beam sweeping overhead by up to 79.3%.
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I. INTRODUCTION

After Long Term Evolution (LTE), fifth-generation (5G) cellular network technology has emerged to fulfill requirements to support various services including enhanced mobile broadband (eMBB), ultra-reliable and low-latency communications (URLLC), and massive machine-type communications (mMTC) [1]. Among these services, the one to have attracted the most attention is the first mentioned—eMBB. The main aim of eMBB, which is a progression from the fourth generation (4G) LTE mobile broadband service, is to provide a very high data rate. To achieve this requirement, various technologies have been studied and developed, and the 5G network has been globally standardized by the 3rd Generation Partnership Project (3GPP) as 5G New Radio (NR).

In eMBB service, researchers’ efforts have mainly followed two paths—increasing spectral efficiency (bps/Hz) and widening frequency bandwidth (Hz). In the latter case, as spectrum resource is quite limited in the sub-6 GHz band, researchers have been tried to exploit wider bandwidth in the millimeter wave (mmWave) band (above 10 GHz) [2], [3]. However, the mmWave band faces, by nature, several obstacles such as high pathloss, blockage, and high oxygen absorption. Therefore, to implement mmWave cellular...
networks, base stations, next generation NodeBs (gNBs) in NR, are densely deployed, and directional antennas are employed. Also, researchers have considered implementing an antenna array consisting of a number of small-size antennas, thanks to a short wavelength. With multiple antennas, a signal can form a narrow beam with a high gain by adjusting phase or amplitude of each antenna. This technique, so-called beamforming, causes a highly directional link between a gNB and a user equipment (UE). As the beam has a very narrow beamwidth, there should be fine beam alignment between the gNB and the UE, which is known as beam management [4], [5].

The goal of beam management is selecting and retaining a proper beam pair, a transmitter-side beam and a corresponding receiver-side beam, that can provide good connectivity. Generally, beam management can be categorized as initial beam establishment for idle UEs and beam tracking for connected UEs. The former establishes a connection between a gNB and a UE, while the latter compensates movements of UEs and environments. Due to its importance in enabling mmWave communications, various approaches for initial beam establishment have been studied [6]–[11]. In this paper, we focus on the initial beam establishment (or beam selection). In 5G NR, a major part of beam selection procedures is taken up with by beam sweeping. This procedure exhaustively searches for the beam providing the strongest signal strength. As it must search in all possible directions for the best performance, beam selection takes a long time, which is critical to user experience in 5G NR and the sixth-generation (6G) communications.

Recently, the concept of deep learning has been widely studied and applied to various fields such as image recognition and natural language processing [12]. Deep learning, by nature, is a useful technique that optimizes a deep neural network (DNN) that can approximate mapping of unknown or nonlinear relationships. Therefore, it has been adopted in the field of wireless communications for modulation [13], detection [14], [15], channel estimation [16], non-orthogonal multiple access (NOMA), massive multiple-input multiple-output (MIMO) systems [17], etc. Researchers also have applied deep learning to resolve the beam management problem [18]–[27]. Some of prior works need additional information such as position [18]–[20] or LIDAR [21]. For initial beam establishment, however, it may not be feasible in the 5G NR standard to rely on additional components such as the global positioning system (GPS) or LIDAR. In [22], a deep learning-based coordinated beamforming was proposed, where the input of the DNN is the received orthogonal frequency-division multiplexing (OFDM) symbols from multiple gNBs. The deep learning-based beamforming strategy that, in single-scattering-path environments, employs angles of arrival as the input of the DNN was proposed in [23]. As the input data, the former exploits the received signal directly, while the latter estimates channel characteristics. However, both methods have a limitation that a mmWave link has to be established before it gathers the input data, which does not fit with initial beam establishment.

In this paper, we propose a deep learning-based beam selection method. For initial beam establishment, however, it may not be feasible in the 5G NR standard to rely on additional components such as the global positioning system (GPS) or LIDAR. In [22], a deep learning-based coordinated beamforming was proposed, where the input of the DNN is the received orthogonal frequency-division multiplexing (OFDM) symbols from multiple gNBs. The deep learning-based beamforming strategy that, in single-scattering-path environments, employs angles of arrival as the input of the DNN was proposed in [23]. As the input data, the former exploits the received signal directly, while the latter estimates channel characteristics. However, both methods have a limitation that a mmWave link has to be established before it gathers the input data, which does not fit with initial beam establishment.

The goal of beam management is selecting and retaining a proper beam pair, a transmitter-side beam and a corresponding receiver-side beam, that can provide good connectivity. Generally, beam management can be categorized as initial beam establishment for idle UEs and beam tracking for connected UEs. The former establishes a connection between a gNB and a UE, while the latter compensates movements of UEs and environments. Due to its importance in enabling mmWave communications, various approaches for initial beam establishment have been studied [6]–[11]. In this paper, we focus on the initial beam establishment (or beam selection). In 5G NR, a major part of beam selection procedures is taken up with by beam sweeping. This procedure exhaustively searches for the beam providing the strongest signal strength. As it must search in all possible directions for the best performance, beam selection takes a long time, which is critical to user experience in 5G NR and the sixth-generation (6G) communications.

Recently, the concept of deep learning has been widely studied and applied to various fields such as image recognition and natural language processing [12]. Deep learning, by nature, is a useful technique that optimizes a deep neural network (DNN) that can approximate mapping of unknown or nonlinear relationships. Therefore, it has been adopted in the field of wireless communications for modulation [13], detection [14], [15], channel estimation [16], non-orthogonal multiple access (NOMA), massive multiple-input multiple-output (MIMO) systems [17], etc. Researchers also have applied deep learning to resolve the beam management problem [18]–[27]. Some of prior works need additional information such as position [18]–[20] or LIDAR [21]. For initial beam establishment, however, it may not be feasible in the 5G NR standard to rely on additional components such as the global positioning system (GPS) or LIDAR. In [22], a deep learning-based coordinated beamforming was proposed, where the input of the DNN is the received orthogonal frequency-division multiplexing (OFDM) symbols from multiple gNBs. The deep learning-based beamforming strategy that, in single-scattering-path environments, employs angles of arrival as the input of the DNN was proposed in [23]. As the input data, the former exploits the received signal directly, while the latter estimates channel characteristics. However, both methods have a limitation that a mmWave link has to be established before it gathers the input data, which does not fit with initial beam establishment.

The goal of beam management is selecting and retaining a proper beam pair, a transmitter-side beam and a corresponding receiver-side beam, that can provide good connectivity. Generally, beam management can be categorized as initial beam establishment for idle UEs and beam tracking for connected UEs. The former establishes a connection between a gNB and a UE, while the latter compensates movements of UEs and environments. Due to its importance in enabling mmWave communications, various approaches for initial beam establishment have been studied [6]–[11]. In this paper, we focus on the initial beam establishment (or beam selection). In 5G NR, a major part of beam selection procedures is taken up with by beam sweeping. This procedure exhaustively searches for the beam providing the strongest signal strength. As it must search in all possible directions for the best performance, beam selection takes a long time, which is critical to user experience in 5G NR and the sixth-generation (6G) communications.

Recently, the concept of deep learning has been widely studied and applied to various fields such as image recognition and natural language processing [12]. Deep learning, by nature, is a useful technique that optimizes a deep neural network (DNN) that can approximate mapping of unknown or nonlinear relationships. Therefore, it has been adopted in the field of wireless communications for modulation [13], detection [14], [15], channel estimation [16], non-orthogonal multiple access (NOMA), massive multiple-input multiple-output (MIMO) systems [17], etc. Researchers also have applied deep learning to resolve the beam management problem [18]–[27]. Some of prior works need additional information such as position [18]–[20] or LIDAR [21]. For initial beam establishment, however, it may not be feasible in the 5G NR standard to rely on additional components such as the global positioning system (GPS) or LIDAR. In [22], a deep learning-based coordinated beamforming was proposed, where the input of the DNN is the received orthogonal frequency-division multiplexing (OFDM) symbols from multiple gNBs. The deep learning-based beamforming strategy that, in single-scattering-path environments, employs angles of arrival as the input of the DNN was proposed in [23]. As the input data, the former exploits the received signal directly, while the latter estimates channel characteristics. However, both methods have a limitation that a mmWave link has to be established before it gathers the input data, which does not fit with initial beam establishment.

The goal of beam management is selecting and retaining a proper beam pair, a transmitter-side beam and a corresponding receiver-side beam, that can provide good connectivity. Generally, beam management can be categorized as initial beam establishment for idle UEs and beam tracking for connected UEs. The former establishes a connection between a gNB and a UE, while the latter compensates movements of UEs and environments. Due to its importance in enabling mmWave communications, various approaches for initial beam establishment have been studied [6]–[11]. In this paper, we focus on the initial beam establishment (or beam selection). In 5G NR, a major part of beam selection procedures is taken up with by beam sweeping. This procedure exhaustively searches for the beam providing the strongest signal strength. As it must search in all possible directions for the best performance, beam selection takes a long time, which is critical to user experience in 5G NR and the sixth-generation (6G) communications.

Recently, the concept of deep learning has been widely studied and applied to various fields such as image recognition and natural language processing [12]. Deep learning, by nature, is a useful technique that optimizes a deep neural network (DNN) that can approximate mapping of unknown or nonlinear relationships. Therefore, it has been adopted in the field of wireless communications for modulation [13], detection [14], [15], channel estimation [16], non-orthogonal multiple access (NOMA), massive multiple-input multiple-output (MIMO) systems [17], etc. Researchers also have applied deep learning to resolve the beam management problem [18]–[27]. Some of prior works need additional information such as position [18]–[20] or LIDAR [21]. For initial beam establishment, however, it may not be feasible in the 5G NR standard to rely on additional components such as the global positioning system (GPS) or LIDAR. In [22], a deep learning-based coordinated beamforming was proposed, where the input of the DNN is the received orthogonal frequency-division multiplexing (OFDM) symbols from multiple gNBs. The deep learning-based beamforming strategy that, in single-scattering-path environments, employs angles of arrival as the input of the DNN was proposed in [23]. As the input data, the former exploits the received signal directly, while the latter estimates channel characteristics. However, both methods have a limitation that a mmWave link has to be established before it gathers the input data, which does not fit with initial beam establishment.
Basically, in this paper, we generate wireless channels with 3D ray tracing [30], the details of which are addressed in Section IV-A. From 3D ray tracing, we obtain channel parameters including power (or gain) $P_m$, delay $\tau_m$, azimuth angle of arrival (AoA) $\theta_m^{AoA}$, azimuth angle of departure (AoD) $\theta_m^{AoD}$, zenith angle of arrival (ZoA) $\theta_m^{ZoA}$, and zenith angle of departure (ZoD) $\theta_m^{ZoD}$. The subscript $m$ denotes that these are the parameters of the $m$-th ray. Note that channel parameters of mmWave and sub-6 GHz channels do not need to be the same.

1) mmWave CHANNEL MODEL

For the mmWave channel model, we employ the channel model presented in [31]. As we noted above, we consider a multiple-input single-output (MISO) channel with gNBs equipped with uniform linear arrays (ULAs) of $N$ antennas and UEs with isotropic antennas. Note that ULAs can be simply expanded to planar arrays. For simplicity, we assume that all antennas are single polarized, and both gNBs and UEs do not move, making the channels static. Also, we assume a narrowband channel model. Note that, considering OFDM systems in 5G NR, we can simply extend our discussion to a wideband system by modeling and calculating received power at multiple subcarriers. Then, the mmWave channel model between the gNB and the UE is obtained as

$$h^{mm} = \begin{bmatrix} h_1^{mm} & h_2^{mm} & \cdots & h_N^{mm} \end{bmatrix},$$

where the sub-channel of the $n$-th antenna element is modeled as

$$h_n^{mm} = \sum_{m=0}^{M-1} \sqrt{P_m} \exp(j \Phi_m^{mm}) F_m^{mm} \begin{pmatrix} \theta_m^{ZoD}, \phi_m^{AoD} \end{pmatrix} \exp\left( j 2\pi \frac{(r_m^{TX})^T \cdot d_n^{TX}}{\lambda_0} \right).$$

for $1 \leq n \leq N$, where $M$ is the number of rays, $\lambda_0$ is a wavelength of a carrier frequency, and $F_m^{mm}(-)$ is the field pattern of each mmWave transmit antenna element. $d_n^{TX}$ is the $3 \times 1$ location vector of transmit antenna element $n$ and

$$r_m^{TX} = \begin{bmatrix} \sin(\theta_m^{ZoD}) \cos(\phi_m^{AoD}) \\ \sin(\theta_m^{ZoD}) \sin(\phi_m^{AoD}) \\ \cos(\theta_m^{ZoD}) \end{bmatrix}.$$  

$\Phi_m^{mm}$ is the random phase of the $m$-th ray which is randomly generated with the uniform distribution $\mathcal{U}(-\pi, \pi)$.

2) SUB-6 GHz CHANNEL MODEL

Since we utilize the PDP of sub-6 GHz channels for mmWave beam selection, for the sub-6 GHz channel model, we simply assume a single-input single-output (SISO) channel with the tapped delay line (TDL) model [32]. Note that we can expand our discussion to a multiple-antenna system to increase PDP estimation accuracy. First, we calculate the complex channel coefficient of the $m$-th ray as

$$h_{sub} = \sqrt{P_m} e^{j \phi_{sub}} F_{sub}^{mm}(\theta_m^{ZoD}, \phi_m^{AoD}),$$

where $F_{TX}^{mm}(-)$ is the field pattern of a sub-6 GHz transmit antenna. $\Phi_{sub}^{mm}$ is also the random phase of the $m$-th ray generated with $\mathcal{U}(-\pi, \pi)$. Note that $\Phi_{mm}^{mm}$ and $\Phi_{sub}^{mm}$ are independent. Then, since the true delay $\tau_m$ of $h_{sub}$ does not coincide with the integer multiples of the sampling period $t_s$, we use a simple rounding and tap re-sampling method. The sampled time-domain channel $h_{sub}$ is defined as

$$h_{sub} = \begin{bmatrix} h_{sub}[0] & h_{sub}[1] & \cdots & h_{sub}[L - 1] \end{bmatrix}^T,$$

where $L$ is the length of the channel and $h_{sub}[\ell]$ is the $\ell$-th tap of $h_{sub}$ for $1 \leq \ell \leq L - 1$. It is initialized as $h_{sub}[\ell] = 0$ for $0 \leq \ell \leq L - 1$. After the initialization, for the $m$-th ray, we calculate the deserialized delay index $\ell_m$ and the relative difference $\tau_m^r$ as

$$\ell_m = \text{floor}(\tau_m / t_s),$$

$$\tau_m^r = \tau_m / t_s - \ell_m.$$

Note that $0 \leq \tau_m^r < 1$. For re-sampling, $h_{sub}$ is split into two adjacent taps, and the two taps of $h_{sub}$ in (4) are updated as

$$\tilde{h}_{sub}[\ell_m] = h_{sub}[\ell_m] + \sqrt{1 - \tau_m^r} h_{sub}[\ell_m + 1],$$

$$\tilde{h}_{sub}[\ell_m + 1] = h_{sub}[\ell_m + 1] + \sqrt{\tau_m^r} h_{sub}[\ell_m],$$

where $\tilde{h}_{sub}[\ell_m]$ and $\tilde{h}_{sub}[\ell_m + 1]$ are the updated taps.

By repeating this for $h_{sub}^{1mm}, \ldots, h_{sub}^{Mmm}$ and superposing them, we have the sampled time-domain channel $h_{sub}$.

B. BEAM SELECTION PROBLEM FORMULATION

For beamforming, we simply adopt the discrete Fourier transform (DFT)-based codebook—a codebook widely adopted in 3GPP [33]. Denote a steering vector which is a column of the DFT matrix as

$$w_h = \frac{1}{\sqrt{N}} \begin{bmatrix} 1 & e^{-j2\pi \cdot 1} & \cdots & e^{-j2\pi \cdot (N-1)} \end{bmatrix}^T.$$
Similar to prior works [18]–[23], we adopt the concept of establishment time overhead of 5 ms may be too long. In Fig. 1 with corresponding colors.
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However, even in the eMBB scenario, the initial beam establishment time overhead of 5 ms may be too long. Similar to prior works [18]–[23], we adopt the concept of deep learning to reduce the search space of beam sweeping. An important thing is deciding what to exploit as the input of the DNN. Even though other components such as GPS [18]–[20] or LIDAR [21] can provide additional information, it is followed by extra costs, and hard for the 5G NR standard to adopt and rely on them. Therefore, in this paper, we employ what can be obtained via conventional wireless transceivers either sub-6 GHz or mmWave. From the insight that the beams we considered are formed in the angular domain, it is natural to employ channel characteristics such as AoD or PDP. However, the main obstacle is that mmWave channel characteristics are impossible to obtain before mmWave initial beam establishment.

The solution presented in this paper is to employ the channel characteristics of the sub-6 GHz band. It is widely known that the sub-6 GHz and mmWave channels have very different characteristics, but recently some results show there are strong angular and temporal correlations among mmWave and sub-6 GHz channels in certain conditions [36]. However, to employ angular information for a deep learning-based beam selection [23], there are several obstacles. First, to estimate angular information accurately, a size of an antenna array needs to be large [37]. However, since the antenna array size is limited in practical scenarios, so is the angular estimation performance. Also, the number of multipaths (defined as M) needs to be fixed for the estimation algorithms such as the MUSIC algorithm [38] and the DNN structure introduced in [23]. It does not fit for practical environments where M varies.

What we pay attention to is that in a cell-specific manner with given environments, channel characteristics such as PDP can be considered as a fingerprint for UE position. In other words, with a given gNB and environment, PDP can specify a UE’s position. Therefore, even locations of mmWave and sub-6 GHz gNBs are different, we believe the sub-6 GHz PDP can be used for mmWave beam selection. Moreover, as sub-6 GHz cells cover macro areas while mmWave cells support small areas with high throughput, it is reasonable to assume the UE, which tries to establish a mmWave link, is connected to the sub-6 GHz networks.

III. DEEP LEARNING-BASED BEAM SELECTION

In this section, we first introduce the conventional beam selection in the 5G NR standard and the motivation of our proposed deep learning-based beam selection method. Then, we describe the proposed method with two parts: CSI acquisition and beam selection. First, we introduce how we obtain CSI based on the 3GPP NR standard, and explain the DNN structure and beam selection method.

A. CONVENTIONAL BEAM SELECTION IN 5G NR AND THE MOTIVATION FOR THE DEEP LEARNING-BASED BEAM SELECTION

In the 5G NR standard, the main procedure of beam selection is beam sweeping, which transmits a set of pre-defined beams, so-called synchronization signal blocks (SS blocks) [34], to cover spatial area. Among the predefined spatial directions, beam sweeping exhaustively searches for its best beam. As illustrated in Fig. 2(a), an SS block consists of four OFDM symbols of primary synchronization signal (PSS), secondary synchronization signal (SSS), physical broadcast channel (PBCH), and demodulation reference signal (DMRS). A set of SS blocks within beam sweeping is referred to as an SS burst, as illustrated in Fig. 2(b). The length of SS burst is a maximum of 5 ms and each SS burst may have SS blocks up to 64 blocks in the mmWave band [35]. Each SS block is used for a specific beam for beam sweeping as SS blocks in Fig. 2(b) are allocated to beams in Fig. 1 with corresponding colors.

However, even in the eMBB scenario, the initial beam establishment time overhead of 5 ms may be too long. Similar to prior works [18]–[23], we adopt the concept of
for downlink and a sounding reference signal (SRS) for uplink [34]. Let us consider a downlink CSI-RS is exploited for CSI acquisition for beam selection. Recalling that the sub-6 GHz channel, which is exploited for CSI acquisition, is assumed SISO, a single-port CSI-RS should be employed. However, a single-port CSI-RS occupies a resource element (RE) within a resource block (RB). This means that out of 84 REs only one RE is used for estimation. This may lead to performance degradation of CSI estimation. Also, to estimate CSI via downlink with reference signals, the UE has to feed the estimated CSI back to the gNB or the central unit for training or beam selection. This incurs an accuracy loss of CSI and feedback overhead. Therefore, in this paper, we employ an uplink SRS for CSI acquisition.

An SRS is generated by allocating an extended Zadoff-Chu (ZC) sequence to REs [34]. The ZC sequence is defined as

$$x_q[k] = e^{-j \frac{\pi q(k+1)}{N_{ZC}}}$$

for $0 \leq k \leq N_{ZC} - 1$, where $N_{ZC}$ is the length of the ZC sequence and $q$ is the root index of the sequence. In 5G NR, $N_{ZC}$ is given by the largest prime number which is smaller than the length of the reference signal sequence $N_{RS}$. One of the key properties of the ZC sequences is the constant amplitude zero autocorrelation (CAZAC) property. Also, the DFT of a ZC sequence is a ZC sequence. Because $N_{ZC} < N_{RS}$, the ZC sequence $x_q[k]$ is cyclically extended to generate the SRS sequence $x_{SRS}$ as

$$x_{SRS} = [x_{SRS}[0] \cdots x_{SRS}[N_{RS} - 1]]^T,$$

Then, in frequency domain, $x_{SRS}$ is allocated on every second or fourth subcarrier, called comb-2 and comb-4, respectively. Let $K_{SRS}$ denotes the indices of the allocated subcarriers and $|K_{SRS}| = N_{RS}$. Also, in the time domain, it spans one, two, or four consecutive symbols that are mapped within the last six symbols of a slot. These multiple SRS symbols allow coverage extension and increased sounding capacity.

Exploiting the SRS, we estimate the PDP of the channels. Consider an OFDM system with the fast Fourier transform (FFT) size $N_{FFT}$ and the number of used subcarriers $K$. For example, with a sampling rate of 30.72 MHz, a system with the 20 MHz bandwidth is defined with $N_{FFT} = 2048$ and $K = 1272$ in 5G NR. Note that $K < N_{FFT}$ in order to control adjacent channel interference. However, $N_{FFT} - K$ null subcarriers cause serious performance degradation to the DFT-based channel estimation, the so-called the edge effect.

In this paper, we apply the PDP estimation method introduced in [39], a work in which the authors considered the edge effect to be caused by limited pilot allocation. Omitting the detail processes of cyclic prefix (CP)-OFDM systems such as FFT, CP insertion, synchronization, CP removal and inverse FFT (IFFT), the OFDM system that transmits the SRS in (8) can be represented as

$$y_{SRS}[n_s] = dg(x_{SRS})F_{SRS}h_{\text{sub}} + z[n_s],$$

where $x_{SRS}$, $y_{SRS}[n_s]$, and $z[n_s]$ are the $N_{RS} \times 1$ transmit signal, receive signal, and AWGN vector with a zero mean and variance of $\sigma_z^2$, respectively. $1 \leq n_s \leq N_s$ denotes an OFDM symbol index, and $N_s$ is the number of used symbols. We assume that same $x_{SRS}$ is used for $N_s$ symbols. $F_{SRS}$ is an $N_{RS} \times L$ matrix consists of the $(k, \ell)$-th entries of the DFT matrix $1/\sqrt{N_{FFT}}exp(-j2\pi k\ell/N_{FFT})$ where $k \in K_{SRS}$ and $0 \leq \ell \leq L - 1$. Then, by using the least squares (LS) estimation, the estimated channel with a fixed length of $L$ is obtained as

$$W_R = \left( F_{SRS}^H F_{SRS} + \varepsilon I_L \right)^{-1} F_{SRS}^H dg(x_{SRS})^{-1},$$

where $\varepsilon = 0.001$ is a small regularization parameter, and $I_L$ is an $L \times L$ identity matrix. Note that the aforementioned edge effect can also be explained by the fact that $F_{SRS}^H F_{SRS}$ in (9) is ill-conditioned. Then, the PDP of the estimated channel in (10) is derived as

$$E[h_{\text{sub}}(SRS)] = WRhW^H + \sigma_z^2WW^H.$$

To avoid the distortion of $W$, the distortion matrix $T$ is defined as follows:

$$t_\ell = Dg \left( Wdg(u_\ell)W^H \right),$$

$$T = [t_1 \ t_2 \ \cdots \ t_L],$$

where $u_\ell$ is an $L \times 1$ unit vector with the $\ell$-th entry being one and otherwise zeros. Then, we can obtain the PDP with SRS as

$$p[n_s] = g[n_s] - \sigma_z^2 w,$$

where $g[n_s]$ and $w$ are defined as

$$g = T^{-1} Dg \left( h_{\text{sub}}[n_s] (h_{\text{sub}}[n_s])^H \right),$$

$$w = T^{-1} Dg \left( WRW^H \right).$$

Since we can employ multiple symbols of SRS, the initial estimated PDP is calculated as

$$p_0 = \frac{1}{N_s} \sum_{n_s=1}^{N_s} x^+(p[n_s]),$$

where $x^+(\cdot)$ is an operator that replaces negative entries to zero. Then, to mitigate the effect of residual noise, the average of residual noise at the zero-taps of $p$ is estimated. First, for $1 \leq \ell \leq L$, the zero-tap can be detected as

$$t_\ell = \begin{cases} 1, & p_0^\ell < \beta_0, \\ 0, & \text{otherwise,} \end{cases}$$
As illustrated in Fig. 3, the DNN consists of the fully connected layer and the ReLU layer, and the DNN is constructed by repeating a number of unit layers.

where \( p^\ell_0 \) is the \( \ell \)-th element of \( p_0 \) and \( \beta_{th} = \frac{1}{L} \sum_{\ell=1}^{L} p^\ell_0 \) is defined as a threshold value for zero-tap detection. Then, the average of residual noise is estimated as

\[
\bar{n}_{avg} = \frac{1}{\sum_{\ell=1}^{L} \ell} \sum_{\ell=1}^{L} \ell p^\ell_0.
\]

By mitigating the noise effect, the final estimated PDP is obtained as

\[
p = x^\dagger (p_0 - \bar{n}_{avg}).
\]

### C. DEEP LEARNING-BASED BEAM SELECTION

The proposed deep learning-based beam selection consists of three parts: a training-set generation part, a DNN training part, and a beam selection part. Fig. 3 shows a schematic of the proposed beam selection. First, considering supervised learning, we need to collect a labeled input and output data set. For the training-set generation, we adopt the conventional exhaustive search-based beam sweeping. Even though the proposed beam selection works properly, for backward compatibility, the 5G NR standard needs to provide the conventional beam scanning as the mandatory method and the proposed one as the optional. Like the proposed beam selection, the training set is generated in a separate-gNB manner. Each mmWave gNB collects labeled data—a pair of the optimal beam index \( \hat{b} \) and the estimated PDP \( p \)—when it establishes a link with a UE. Note that the sub-6 GHz gNB estimates \( \hat{p} \) and reports it to the mmWave gNB. Then, after the database of the gNB collects enough amount of data, the DNN starts training.

To explain the DNN training, we need to explain our DNN structure first.

In this paper, to determine which beam should be chosen, we adopt the DNN constructed with the fully connected layers. As illustrated in Fig. 3, the DNN consists of \( L_{H} \) + 2 layers including an input layer, \( L_{H} \) hidden layers, and an output layer. First, the input layer, the size of which is \( L \), gets the sub-6 GHz PDP vector \( p \) in (15). After that, as each element of \( \bar{p} \) has a very different scale—decreasing exponentially in general—we re-scale the \( n \)-th element of \( \bar{p} \) as

\[
\tilde{p}[n] = p[n]^{0.1}.
\]

Then, since \( p[n] \in [0, 1] \), the range maintains \( \tilde{p}[n] \in [0, 1] \), and a very small value is scaled up. For example, \( p[n] = 10^{-10} \), which can be measured considering the transmit power of 23 dBm and the noise level of -90 dBm, is re-scaled to \( \tilde{p}[n] = 0.1 \). This prevents the weights of the DNN from becoming too large. The exponent value of 0.1 is determined empirically. Each hidden layer is made up of the fully connected layer with rectified linear units (ReLU) as the activation function. The number of hidden layers (\( L_{H} \)) and the size of each layer will be given in Section IV-B. Returning the probability of each beam, the output layer is designed with the size of the number of candidate beams (\( N \)) and the softmax function as its activation function. We employ the cross entropy as the cost function and adopt the Adam optimization algorithm for training the DNN. To avoid overfitting, we apply dropout with a rate of 0.1.

Since the DNN returns the probability of beam indices, the simplest way for beam selection is to select the most likely one. In this way, we can select the beam by just transmitting one slot for sub-6 GHz SRS with 15 kHz subcarrier spacing (1 ms) and one mmWave SS block (35.68 μs; 4 OFDM symbols). Recalling the maximum length of an SS burst is 5 ms, we can reduce time overhead by up to 79.3 %. However, in certain environments, the accuracy of selecting the most probable beam may not be high enough. Therefore, we propose the beam selection method that chooses the \( k \) highest outputs and performs beam sweeping among these \( k \) candidates. In this paper, we denote this method as B\( k \)-selection.

![Fig. 3. A schematic of the training-set generation, the DNN training, and beam selection of the proposed deep learning-based beam selection method. A gray box shows the proposed structure of the DNN. A unit layer consists of the fully connected layer and the ReLU layer, and the DNN is constructed by repeating a number of unit layers.](image-url)
which makes B1-selection as a one-shot selection. Note that as \( k \) increases, the time overhead of B\(_ k\)-selection increases.

**IV. PERFORMANCE EVALUATION**

In this section, we evaluate the proposed deep learning-based beam selection. First, we explain the data set generation via the 3D ray-tracing tool. We generate wireless channels with 5G NR parameters and a 3D map of the real environment. Then, with the proposed DNN, we evaluate the performance of beam selection. Also, we verified the proposed beam selection with the 5G NR prototype.

**A. 3D RAY TRACING-BASED DATA SET GENERATION**

As explained in Section III-C, we first generate channel parameters via 3D ray tracing [30]. For 3D ray tracing, we used Wireless System Engineering (WiSE), the 3D ray-tracing tool developed by Bell Labs [40]. We first made the 3D map, as shown in Fig. 4, of the Gangnam station area in Seoul. This 3D map reflects the real sizes of buildings and materials such as concrete and glass. In the Gangnam station area, we selected two area types: a building area and a schoolyard area. The former is to consider a case having many reflections, while a latter with fewer. We, then, deploy gNBs on the roofs of buildings in both areas, as illustrated in Fig. 4. Since we consider the two different bands, mmWave gNBs are deployed 1 m next to sub-6 GHz gNBs. UEs are assumed to be on the outdoor ground (1 m above from the ground).

We assumed that both sub-6 GHz and mmWave gNBs are equipped with directional antennas with the pattern defined in [31]. For \( \theta \in [0^\circ, 180^\circ] \) and \( \phi \in [-180^\circ, 180^\circ] \), vertical

---

**TABLE 1. Parameters for performance evaluation.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>mmWave carrier frequency</td>
<td>28 GHz</td>
</tr>
<tr>
<td>The number of beams ( N )</td>
<td>16, 64</td>
</tr>
<tr>
<td>Antenna-element spacing</td>
<td>0.5 ( \lambda_0 )</td>
</tr>
<tr>
<td>Sub-6 GHz carrier frequency</td>
<td>3.5 GHz</td>
</tr>
<tr>
<td>Sub-6 GHz signal bandwidth (MHz)</td>
<td>20, 40, 50</td>
</tr>
<tr>
<td>FFT size ( N_{FFT} )</td>
<td>2048, 4096, 4096</td>
</tr>
<tr>
<td>Used subcarrier ( K )</td>
<td>1272, 2592, 3240</td>
</tr>
<tr>
<td>Sampling rate (MHz)</td>
<td>30.72, 61.44, 61.44</td>
</tr>
<tr>
<td>CP length (or channel length) ( L )</td>
<td>160, 320, 320</td>
</tr>
<tr>
<td>Vertical 3 dB beamwidth ( \theta_{3\text{dB}} )</td>
<td>65°</td>
</tr>
<tr>
<td>Horizontal 3 dB beamwidth ( \phi_{3\text{dB}} )</td>
<td>65°</td>
</tr>
<tr>
<td>Vertical side-lobe attenuation ( S_{L A_v} )</td>
<td>30 dB</td>
</tr>
<tr>
<td>Maximum attenuation ( A_{max} )</td>
<td>30 dB</td>
</tr>
<tr>
<td>Building area</td>
<td>Downlift angle</td>
</tr>
<tr>
<td></td>
<td>Bearing angle</td>
</tr>
<tr>
<td></td>
<td>The number of UEs</td>
</tr>
<tr>
<td></td>
<td>Height of the gNB</td>
</tr>
<tr>
<td>Schoolyard area</td>
<td>Downlift angle</td>
</tr>
<tr>
<td></td>
<td>Bearing angle</td>
</tr>
<tr>
<td></td>
<td>The number of UEs</td>
</tr>
<tr>
<td></td>
<td>Height of the gNB</td>
</tr>
<tr>
<td>UE grid spacing</td>
<td>0.5 m</td>
</tr>
<tr>
<td>Transmit power</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Thermal noise</td>
<td>-100 dBm</td>
</tr>
</tbody>
</table>
FIGURE 6. (a) and (b) are the beam selection accuracy of the \( k \)-th probable beam index with \( N = 16 \) and sub-6 GHz bandwidths of 20, 40, and 50 MHz in the building area and the schoolyard area, respectively. (c) and (d) are the CDF of spectral efficiency with sub-6 GHz bandwidth of 50 MHz in the building area and the schoolyard area, respectively. The results include spectral efficiency with the optimal beam, B1-, B2-, and B3-selection beam, and random beam.

Here, \( \theta_{3dB} \) and \( \phi_{3dB} \) are vertical and horizontal 3 dB beamwidth, respectively. SLA and \( A_{\text{max}} \) are vertical side-lobe attenuation and maximum attenuation, respectively. Then, the antenna pattern is obtained as

\[
G(\theta, \phi) = G_{\text{max}} - \min \left( A_v(\theta), A_h(\phi) \right),
\]

where \( G_{\text{max}} \) is a maximum directional gain. Then, we substitute the antenna pattern into the channel model in (2) and (3) as \( F_{\text{mm}}^{mm}(\theta, \phi) = F_{\text{sub}}^{\text{TX}}(\theta, \phi) = \sqrt{G(\theta, \phi)} \). For simplicity, each UE is equipped with an isotropic antenna. Table 1 provides all the parameters including bearing angles and downtilt angles of the gNBs.

With the channel parameters, we generated the mmWave and sub-6 GHz channels as explained in Section II. We, then, calculated the estimated PDPs \( p \) in (15) and the corresponding optimal beam indices \( \hat{b} \) as (7) with the number of beams \( N = 16, 64 \). Considering small scale fading, represented by the random phase \( \Phi_m \) in (2) and (3), we generated 100 pairs of \( (p, \hat{b}) \) for each UE position. Therefore, the sizes of the data set are 5.12M and 5.564M for the building area and the schoolyard area, respectively. We divided the data set into the training set and the validation set by randomly dividing UE positions with a ratio of 70% and 30%, respectively. In Section IV-B, these training and validation sets are used for performance evaluations. Fig. 5 shows how the optimal beam indices \( \hat{b} \) are distributed in the building area and the schoolyard area. We can observe that the optimal beam indices are highly spatially correlated.

### B. BEAM SELECTION PERFORMANCE

First, we constructed the simple DNN and evaluated the beam selection performance with different values of sub-6 GHz bandwidth. The DNN has three hidden layers \( (L_H = 3) \); their sizes are 1024, 512, and 256, respectively. As listed in Table 1, we investigated with the bandwidths of 20, 40, and 50 MHz. Note that as the bandwidth changes, other parameters such as an FFT size, the number of used subcarriers, a sampling rate, and a channel length also change.

We first evaluated the performance of the proposed beam selection method in terms of accuracy with the number of beams \( N = 16, 64 \). Considering small scale fading, represented by the random phase \( \Phi_m \) in (2) and (3), we generated 100 pairs of \( (p, \hat{b}) \) for each UE position. Therefore, the sizes of the data set are 5.12M and 5.564M for the building area and the schoolyard area, respectively. We divided the data set into the training set and the validation set by randomly dividing UE positions with a ratio of 70% and 30%, respectively. In Section IV-B, these training and validation sets are used for performance evaluations. Fig. 5 shows how the optimal beam indices \( \hat{b} \) are distributed in the building area and the schoolyard area. We can observe that the optimal beam indices are highly spatially correlated.
area and the schoolyard area. Note that it is the probability mass function (PMF) of the accuracy of Bk-selection. In the building area, the optimal beam is selected by one shot with the probabilities of 0.72, 0.76, and 0.79 when the sub-6 GHz bandwidths are 20, 40, and 50 MHz, respectively. On the other hand, in the schoolyard area, the accuracies of one-shot beam selection are 0.60, 0.63, and 0.66 with the sub-6 GHz bandwidths of 20, 40, and 50 MHz, respectively. From this result, we can observe two trends. First, the proposed method shows better performance with the wider bandwidth of the sub-6 GHz channel. The reason is that the sampling rate of 40 and 50 MHz systems is higher than that of 20 MHz systems. This means the PDF p can be obtained with a higher resolution and the DNN can have more input. The disadvantage of narrow sub-6 GHz bandwidth can be overcome by the Bk-selection. For example, by selecting the beam among three candidates, the accuracies are 0.92, 0.93, and 0.95 in the building area with the sub-6 GHz bandwidths of 20, 40, and 50 MHz, respectively. Second, the proposed method works more accurately in the building area than in the schoolyard area. Since the wireless channels in the building area have more rays and reflections, they can give more information to the DNN. In other words, the PDPs, in the building area, have more non-zero elements than those in the schoolyard area.

Fig. 6(c) and (d) show the cumulative distribution function (CDF) of spectral efficiency with the sub-6 GHz bandwidth of 50 MHz in the building area and the schoolyard area, respectively. To calculate the spectral efficiency, we calculated signal-to-noise ratio (SNR) and applied the modulation and coding method in 5G NR. Note that the spectral efficiency does not exceed 7.4, which is the maximum spectral efficiency in 5G NR. In the building area, as shown in Fig 6(c), the mean values of spectral efficiency are 5.49, 5.04, 5.31, 5.39, and 2.12 with the optimal beam, B1-, B2-, and B3-selection, and random beam, respectively. The result shows that even the B1-selection performs 92 % compared to the optimal selection in terms of average spectral efficiency. Also, in the schoolyard area, the average spectral efficiency of B1-, B2-, and B3-selection are 86 %, 93 %, and 96 % compared to the optimal beam, respectively. However, in terms of 20-percentile, the spectral efficiencies of B1-selection are only 65 % and 55 % in the building area and the schoolyard area, respectively. Therefore, to support these users, B3-selection can be employed and the performances increase up to 95 % and 93 % comparing to the optimal selection, respectively.

To evaluate the performance of the case that uses all the possible SS blocks for the conventional beam sweeping, we also simulated with the same parameters but N = 64. Fig. 7(a) shows the accuracy of the k-th probable beam index with N = 16, 64 and the sub-6 GHz bandwidth of 50 MHz in the building area. We observed that the performance of B1-selection degrades as N increases. It is obvious because it is hard to pick the optimal beam among more beams. However, as shown in Fig. 7(b), considering the same ratio of k to N, the accuracy of Bk-selection with N = 64 is better than that with N = 16. For example, the accuracies are 0.91 and 0.79 with (k, N) = (4, 64) and (1, 16), respectively. Therefore, we confirmed that the proposed method also works properly with a large number of beams.

Further, we tested the proposed method with various sizes of data sets. As it is not feasible to expect the data set to be collected in all grids, we simulated the proposed method with a small portion of the whole data set. We randomly selected 20 %, 40 %, 60 %, 80 %, and 100 % of the data set with N = 16. Note that this data includes the training and validation sets, which means if we select 20 % of the whole data, the training and validation sets are 14 % and 6 % of the data, respectively. Fig. 8 shows the results with the sub-6 GHz bandwidth of 50 MHz in both areas. Fig. 8(a) and (b) show, respectively, the accuracy of the k-th probable beam index to be the optimal index in the building area and the schoolyard area. We observed that, as the size of the data set decreases, beam selection performances degrades. For example, the performances of B1-selection with 20 % of the data set are degraded 13 % and 11 %, respectively, compared to those performances using the whole data set in the building area and the schoolyard area.

C. Prototype Validation

To validate the performance of the proposed deep learning-based beam selection, we did an over-the-air experiment with
FIGURE 8. (a) and (b) are the beam selection accuracy of the $k$-th probable beam index with $N = 16$ and sub-6 GHz bandwidth of 50 MHz in the building area and the schoolyard area, respectively. To investigate the effect of the data size, we simulated with 20 %, 40 %, 60 %, 80 %, and 100 % of the whole data.

![Beam Selection Accuracy](image)

FIGURE 9. (a) The setup of the transceiver with the horn antenna and the transceiver with the lens antenna. (b) The regions of interest of lounge (red) and corridor (blue) scenarios. The green stars indicate where the gNB-like transceiver was placed. (c) The picture of experiment setup in Veritas C, Yonsei University.

![Experiment Setup](image)

our mmWave prototype. As shown in Fig. 9(a), we designed the mmWave transmitter and receiver with the software-defined radios (SDR) of National Instruments (NI). Both transmitter and receiver are equipped with chassis (NI PXIe-1085), controllers (NI PXIe-8880), and local oscillator (LO)/intermediate frequency (IF) modules (NI PXIe-3620). Also, the transmitter is equipped with an up-converter (NI mmRH-3642) and a horn antenna,$^2$ and the receiver is equipped with a field-programmable gate array (FPGA) module (NI PXIe-7976R), a down-converter (NI mmRH-3652), and a lens antenna [41], [42]. With the mmWave prototype, we transmitted CP-OFDM signals with a carrier frequency of 28.5 GHz and bandwidth of 800 MHz, and measured the received powers at the receiver.

We experimented in two scenarios: a lounge and a corridor. First, as shown in Fig. 9(b), we determined the regions of interest of both scenarios. We placed the transmitter, which works as a gNB in our experiments, as green star-marked in Fig. 9(b). To simplify experiments, we constructed transmit beams by rotating the directional transmit antenna. In this paper, we used 5 beams to cover $180^\circ$ by rotating $45^\circ$ for each beam. Then, moving the receiver, we measured the received power of each transmit beam at every point with

$^2$SAR-2013-28-S2: [https://www.sagemillimeter.com/content/datasheets/SAR-2013-28-S2.pdf](https://www.sagemillimeter.com/content/datasheets/SAR-2013-28-S2.pdf)
Figure 10. The results of beam-selection maps with different beam selection methods in lounge ((a), (b), (c), and (d)) and corridor ((e), (f), (g), and (h)) scenarios. Figs. (a) and (e) show the exhaustive search with the ray-tracing data. Figs. (b) and (f) show the exhaustive search with over-the-air measured data. Figs. (c) and (g) show the proposed B1-selection and Figs. (d) and (h) show the proposed B3-selection with the ray-tracing data.

A grid spacing of 2 m. Fig. 9(c) shows the transmitter and receiver setup, where the transmit horn antenna is placed on a pole, and the receiver lens antenna is placed on a moving desk.

Showing in Fig. 10 are the results of beam-selection maps with different beam selection methods. We considered the exhaustive search with the ray-tracing data (Fig. 10(a) and (e)), the exhaustive search with over-the-air experiment (Fig. 10(b) and (f)), and the proposed B1-selection (Fig. 10(c) and (g)) and B3-selection (Fig. 10(d) and (h)) with the ray-tracing data. From the results, we found two promising points. First, we confirmed that the distributions of selected beams of ray tracing are well-matched with the experiment. This fact supports our discussion above of ray tracing. Second, we validated the proposed beam selection algorithm also performs well and demonstrated graphically. As the results and discussions of Section IV-B indicate, the maps in Fig. 10 show that the proposed B3-selection outperforms the B1-selection.

V. CONCLUDING REMARKS
In this paper, we proposed a deep learning-based beam selection method that enables the initial beam establishment in 5G NR and 6G mmWave systems. To reduce the overhead of an SS burst, our proposed method returns probable candidates of proper beams by exploiting PDPs of sub-6 GHz channels. Via sub-6 GHz links, the proposed method can take advantage of channel characteristics before mmWave links are established. We also investigated the channel modelings of both bands and the SRS-based PDP estimation technique for 5G NR. Our 3D ray-tracing-based simulation results, which reflect the real environments, confirmed that the proposed beam selection shows high beam selection accuracy with parameters of the 5G NR standard. In the over-the-air experiments, beams selected with ray tracing matched well with the experiment, supporting our discussion based on 3D ray tracing. Our future work will consider multi-cell coordination and designing multi-user beam selection. We will also conduct a comparative study of our proposed beam selection and other deep learning-based methods.
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