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Introuduction (TOD Systems)

The traditional information flow of a TOD system: dialog state tracking (DST),
database querying (DB), policy (POL), and response generation (NLG).

‘ ~ User Utterance : | am looking > Dialog State: [hotel] +
for a place to stay that has cheap pricerange cheap type hotel
price range it should be in a type [I;
of hotel. Database Result [db_3] I-
Response: okay , do you have a ‘
specific area you want to stay | System Act: [hntel] [request] area
in? ‘
Generative dialog system: Dialog state Dialog act System response
Encoder —> \‘\ Dec\‘Qder “\ > “\ Dec\‘Qder \‘\ > “\ Dec“Qder \‘\

(N N N S N O S Y T B B R B

Dialog context N

Y. Zhang, Z. Ou, Z. Yu. "Task-Oriented Dialog Systems that Consider Multiple Appropriate Responses under the Same Context", AAAI 2020. 3



China Mobile

Difficulty in correctly tracking dialog
state

‘ User Utterance : | am looking I J » Dialog State: [hotel]
for a place to stay that has cheap pricerange d"“" type hotel Inflexibility of rule-based database
price range it should be in a type ﬁ query
| of hotel. .9 Database Result [db_3]
Response: okay , do you have a ﬂ
specific area you want to stay -1 System Act: [hotel] [request] area | . .
in ? Knowledge retriever: retrieve
appropriate external knowledge

based on dialog context
Avoid tracking of dialog states )

(a) Traditional TOD system

‘_ User Utteramfe:Can youfinda I |;J| Retrieval Model zﬁ

- cheaper mobile plan for me?

* Obtaining labels of ground-truth )

Retrieved Result: name: 4G mobile

L] . . .
Response: OK, | find a 4G = |'-plan, F"““EL’""“' dmtac) (AN knowledge is expensive
mobile plan for you, which is $8 % o _
and contains 100M data, do - astem gt : [inform] [offer book] We further develop latent

variable model based
semi-supervised learning )

“you want to book?

(b) Our KRTOD system
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Related Work

1. Knowledge Retriever for Conditional Generation in dialog systems

2. Semi-Supervised Learning (SSL) in dialog systems



Related Work (Knowledge Retrieval)

 Pure generative dialog systems
o Without any access to an external knowledge base
o Their ability to access and precisely manipulate knowledge is limited
* For open-domain question answering and knowledge-grounded dialog

systems, recent studies such as RAG (Retrieval Augmented Generation):
o Introduce a knowledge retriever model into conditional generation

X - h Latent variable h System response Yy
y \ \ \ \ \ \ \ \ \ \
RS R R RS SRS RS LN MV RN S
Transformer based Autoregressive Language Model / Generator . ' ' ]
T 1 T T T 1 ~f o 1 & 9 9 7 d 1

Retrieve relevant knowledge h,

Dialog context X
concatenate with X, and generate y

* None of prior studies apply a retrieval
model to TOD systems

* For unlabeled data, the relevant
knowledge piece h become latent variable

Retriever

Knowledge base
(KB)

P. Lewis, et al., “Retrieval-Augmented Generation (RAG) for Knowledge-Intensive NLP Tasks”, NeurlPS 2020.



Semi-supervised learning (SSL)
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Labeled Data
(a)

Supervised learning from labeled data {(x, y)}
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Supervised Learning
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Labeled and Unlabeled Data
(b)

Collaborative supervised and unsupervised learning

Semi-Supervised Learning

(d)



Related work: Two approaches for semi-supervised dialog systems

Pre-training (serial collaboration) Joint-training (parallel collaboration)

* Unsupervised pre-training followed by * Formulate a latent variable model (LVM)
supervised fine-tuning of observations and labels

e Large-scale language models, like GPT-x, * Unsupervised learning with LVM usually
pre-trained on open-domain texts are maximizes marginal likelihood via
fine-tuned with in-domain labels variational learning over unlabeled data

"o Remarkably, the two approaches, are not exclusive to take and can be jointly N
used, and, complement each other.
e Joint stochastic approximation (JSA) performs better than variational learning,
. particularly for discrete latent variable models. )

Zhang, Y.; Ou, Z.; et al, “A Probabilistic End-To-End Task-Oriented Dialog Model with Latent Belief States towards Semi-Supervised Learning”. EMNLP,
2020.

Song, Y., et al, "An empirical comparison of joint-training and pre-training for domain-agnostic semi-supervised learning via energy-based models",
IEEE Workshop on Machine Learning for Signal Processing (MLSP), 2021.

Y. Cai, et al., “Advancing semi-supervised task oriented dialog systems by JSA learning of discrete latent variable models”, SIGDIAL 2022.
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Method (Notation)

Turn t

Consider a dialog with T turns of user utterances and system responses, denoted by u,, 7y, -+, ur, 7
respectively

The KB is composed of entities with attributes, or say, slot-value pairs, denoted by {sv?,---, sv/'}
Relevant knowledge piece: the slot-value pairs that are relevant for the system to respond at turn t
are denoted by ¢&;

Atturnt, {&;, a;} £ h;, collectively denoted as the latent variable. In labeled data, h; is observed,
while in unlabeled dialogs, it becomes a latent variable.

‘ | User Utterance : Can you find a [ Retrieval Model ]k:ﬁ

cheaper mobile plan for me? Ut

U
[ Retrieved Result: name: 4G mobile ] :
Response: OK| | find a 4G _ ‘

plan, price: $8, total data: 100M
mobile plan for you, which is $8 L) -
and contains 100M data, do [j@[ System Act : [inform] [offer hﬂﬂk]] a
you want to book?

HE B B 11



Method (A latent-variable dialog model)

2 Given context and current user utterance, retrieve knowledge, make

action, generate response

po(hyr, irlusr) = 1_[ pg (he, Te|ce, ue)

where ¢; = uq, 17, *+, U1, Ts—1 denotes the dialog context
atturn €

* The joint model of h;, 1 is decomposed into a

For dialog turn t:

U - user utterance

T - system response

he = {&t at}

¢; - relevant knowledge piece
- system act

ret gen
knowledge retriever pg~ and a response generator p,

en
po(he, 1e|ce,up) = Pget('fdct»ut) X p§ (e, relce ug, &)

* Introduce an inference model q¢ (hq.r|uy.7,71.7) as follows to
approximate the true posterior

T
qu(h1:T|u1:T; ) = 1_[ qd)(ht lcorue, 1) = 1_[ CIqb(ft: Ae|Cer Up, Tt)
t=1 t=1

12



Method (Model Implementation)

Yes or No

* Retrieval model p;°* (& |cy, uy):
» judge which knowledge to retrieve

Pretrained Language Model (BERT)

o -

* Generation model pgen (ag, 1elce, ug, &): (a) Retrieval model
» use retrieved knowledge to generate 1\.‘ ™ 1\.\ i
response Pretrained Language Model '(-GPT—Z) ‘\
b) Generati del
* Inference model gy (&, ag|cy, up, 1¢): (b) Generation “,Ff’ © "
> help |nfer knOWIedge |n SemI-SUperVISEd Pretrained Language Model IGPT.Z.) \‘

learning ii i‘i l‘i i‘l lh lh 1 EL’J‘ ° a“@_

(c) Inference model
13



ST A\ °
b 2,
) omgo Method (Implementation)
’ SuperVISEd training: Algorithm 1 Semi-supervised training in JSA-KRTOD
» train retriever with Cross-entropy loss Input: A mix of labeled and unlabeled dialogs.
> train generater use next-token prediction 1: Run supervised pre-training of # and ¢ on labeled dialogs;
2: repeat
loss 3:  Draw a dialog (ul:T, r1.7);
» Use the ground-truth knowledge label 4 [if (1., m.7) is not labeled then
5: Generate h1.7 using the recursive turn-level MIS sam-
pler
end if

* Semi-Supervised training:

6:
. . T Jo=0,J4 =0;
» generate knowledge with inference model s

fori:=1.---,T do

: _ gen .
> use JSA algorithm 9: Jo+ =logpy"(ar, e | co,ur,&r):
g 10: Jﬁﬂ—l_ — logqqﬁ‘(gf}a’f | Ci}ut}rii);

11: end for

. 12:  Update & by ascending: VjJp;
* TEStlng° 13:  Update ¢ by ascending: V 4.J;
> retrieve knowledge first 14: until convergence

. 15: tu @ and
> use retrieved knowledge to generate return 6 and ¢

: : : . : . : : : 14
Y. Cali, et al., “Advancing semi-supervised task oriented dialog systems by JSA learning of discretelatent variable models™, SIGDIAL 2022.



JSA (Joint Stochastic Approximation)
= Expectation Maximization (EM) + Stochastic Approximation (SA) + Adaptive MCMC

SAEM (Delyon et al., 1999):
« Monte Carlo sampling: fill the missing values for latent variables through sampling h'~pg (h|x)
« SA updating: perform gradient ascent over 8 using Vglogpg (x, h")

JSA = coupling an SA version of EM (SAEM) with an adaptive MCMC procedure (UAI 2020)
* q4(h|x) acts like an adaptive proposal, using Metropolis Independent Sampling (MIS) to

sample qg (h|x)
« Jointly optimizing q¢ (h|x) with pgy (x, h)

Implementing JSA: Propose, Accept or Reject and Optimize (PARO)

Zhijian Ou, et.al, “Joint stochastic approximation and its application to learning discrete latent variable models”, UAI, 2020.

15
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Experiments (setup)

* Dataset: MobileCS (China Mobile Customer Service)
o A real-life human-human dialog dataset, instead of collected by Wizard-of-Oz
o Released from EMNLP 2022 SereTOD Workshop (Towards Semi-supervised and
Reinforced Task-Oriented Dialog Systems) and Challenge http://seretod.org/
o A total of 100K dialogs, 10% annotated

Table 1: Comparison of our MobileCS corpus to MultiwWOZ

 Experiments in both labeled-only

and semi-supervised settings Metric MultiWOZ MobileCS
(over both labeled and unlabeled labeled  unlabeled
data) can be conducted and fairly Dialogs 8,438 8,975 87,933
compared. Turns 113,556 100,139 972,573
e« Backb . GPT2 Tokens 1,490,615 3,991,197 39,491,883
ackbone: Avg. turns per dialog 13.46 11.16 11.06
Avg. tokens per turn 13.13 39.86 40.61
Slots 24 26 -
Values 4,510 14,623 -

« Z.Ouet.al, “A challenge on semi-supervised and reinforced task oriented dialog systems” in arXiv preprint , 2022.
« H. Liu et.al, “Information extraction and human-robot dialogue towards real-life tasks: A baseline study with the mobilecs dataset”, .

in EMNLP2022 SereTOD Workshop .


http://seretod.org/Call%20for%20Papers.html

Experiments (main result)

China Mobile

e Evaluation: end2end

* Metrics
o Success rate: how often the system is able to provide all the entities and values requested by
the user
o BLEU: measure the fluency of the generated responses
° Combined score = Success + 2*BLEU Table 1: Main results on the MobileCS dataset. Success, BLEU-

4, and combined score are reported. Our approach achieves
SOTA results on both labeled-only and semi-supervised settings.
Within the parentheses show the backbone models and their

_ _ _ number of parameter.
Baseline: uses predicted dialog state to query KB (KB-query)
Setting Method Success BLEU-4 Combined
— Baseline [18] 31.5 4.170 39.84
_ Passion [30] 432 6.790 56.78
Top three teams in the SereTOD Challenge 7 Semi-supervised TIU-LMC [29] 68.9 7.54 83.98
PRIS [19 78.9 14.51 107.92
° : # — —
PBIS. co.ncatenates the whole local KB to the CRRTOD 5% 5 TIRE
dialog history (KB-grounded);
_ o . KB-query (GPT2 100M) [18] 31.5 4.170 39.84
e Passion: improves prompting scheme d KB-grounded (TS5 1B) [19] 74.1 11.32 96.74
| KRTOD (GPT2 100M) 86.8 8.639 104.08 |

JSA-KRTOD greatly outperforms KB-query and KB-grounded, especially in Success, breaking record in MobileCS! 18



Experiments (ablation)

Comparison of JSA with pseudo labeling (PL)
JSA-KRTOD outperforms PL constantly in all ratios.
The relative improvement of JSA over PL in reducing errors in Success rate is 23% under ratio 9:1.

o

(e}

Table 2: Comparison between pseudo labeling (PL) and JSA
learning methods. Ratio means the ratio between the number of
unlabeled dialogs and the number of labeled dialogs in training.

Ratio Method Success BLEU-4 Combined p-value
T
2 A s omn e O
S A wo o 1m0 [00F
T

The p-values from matched-pairs
significance tests in Combined
score show:

e As the size of unlabeled data
increases, the improvements of
JSA-KRTOD over PL become
more significant,

* Confirm the superiority of JSA-
KRTOD in leveraging unlabeled
data.

19
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Conclusion

Introduce a knowledge retriever, instead of the traditional database
guery method, which improves the knowledge acquisition in TOD
systems.

Propose to use the JSA algorithm to perform semi-supervised learning
for KRTOD systems.

Extensive experiments conducted on MobileCs, a real-life dialog
dataset, show that JSA-KRTOD achieves SOTA results on MobileCS in
both labeled-only and semi-supervised settings.

Future work: JSA-KRTOD potentially can exploit more different types of
knowledge sources, such as passages, documents and knowledge
graphs, in addition to slot-value pairs used in this work.

21



Thanks!

Code released at
https://github.com/thu-spmi/JSA-KRTOD

22
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