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Abstract—Developing Semi-Supervised Seq2Seq ($S^4$) learning for sequence transduction tasks in natural language processing (NLP), e.g., semantic parsing, is challenging, since both the input and the output sequences are discrete. This discrete nature makes trouble for methods which need gradients either from the input space or from the output space. Recently, a new learning method called joint stochastic approximation is developed for unsupervised learning of fixed-dimensional autoencoders and theoretically avoids gradient propagation through discrete latent variables, which is suffered by Variational Auto-Encoders (VAEs). In this letter, we propose seq2seq Joint-stochastic-approximation Auto-Encoders (JAEs) and apply them to $S^4$ learning for NLP sequence transduction tasks. Further, we propose bi-directional JAEs (called bi-JAEs) to leverage not only unpaired input sequences (which is most commonly studied) but also unpaired output sequences. Experiments on two benchmarking datasets for semantic parsing show that JAEs consistently outperform VAEs in $S^4$ learning and bi-JAEs yield further improvements.

Index Terms—Semi-supervised learning, seq2seq, semantic parsing, joint stochastic approximation, variational auto-encoder.

I. INTRODUCTION

Recent neural network (RNN) based sequence-to-sequence (seq2seq) learning [1], aiming to mapping input sequences to output sequences, has achieved impressive performances for sequence transduction tasks in natural language processing (NLP), such as semantic parsing [2] and machine translation [3]. Particularly, semantic parsing is to map natural language (NL) utterances to formal meaning representations (MRs). By linearization, we can use seq2seq learning to handle tree-structured MRs, e.g. λ-calculus logical forms [4], Python code [5]. However, current seq2seq learning depends on supervised learning and requires an abundance of supervised data, e.g., pairs of NLs and MRs for semantic parsing, which are time-consuming and costly to collect in practice.
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There is increasing interest in developing Semi-Supervised Seq2Seq ($S^4$) learning to map input sequence $x$ to output sequence $z$, where supervised data in the form of $(x, z)$ pairs are limited, but there are easily-available unsupervised data. Unsupervised data in the form of unpaired input sequences are the most commonly studied form in $S^4$ learning, e.g., unlabeled NL utterances in semantic parsing, un-translated source language sentences in machine translation.

Developing $S^4$ learning methods for NLP sequence transduction tasks is challenging, since both the input and the output sequences are discrete. This discrete nature makes trouble for a class of semi-supervised learning (SSL) methods [6], [7], which use gradients with respect to $x$ from the input space and is mainly applied for classification of continuous observations, e.g., images. Variational Auto-Encoders (VAEs) [8] represent another class of generative model based SSL methods that have been applied for $S^4$ learning in NLP sequence transduction tasks [9]–[11]. Roughly speaking, a VAE learns an encoder (also termed as inference model), $q_\phi(z|x)$, and a decoder (generative model), $p_\theta(x|z)$, via the variational principle. VAEs do not need gradients from the input space. But the Monte-Carlo gradient estimator for the encoder parameter $\phi$ is known to have high variance. For continuous $z$, we can utilize the reparameterization trick [8] to use gradients with respect to $z$ from the output space to reduce variance. When $z$ is discrete, like in $S^4$ learning for NLP sequence transduction tasks, reparameterization is infeasible. Alternatively, the REINFORCE trick can be employed with ad-hoc variance-reduction techniques [9], [11]. A few studies utilize the Concrete [12] or Gumbel-softmax [13] distribution as a continuous approximation to a multinomial distribution, and then use reparameterization, although the gradients of these relaxations are biased [14].

Recently, a new learning method called joint stochastic approximation [15] is developed for learning autoencoders (or called Helmholtz machines as in [15]) and theoretically avoids gradient propagation through discrete latent variables. We call the learning principle together with the model by Joint-stochastic-approximation Auto-Encoders or JAEs for short.

In this letter, we propose seq2seq JAEs and apply them to $S^4$ learning for NLP sequence transduction tasks. This is more challenging than the work in [15], where both the generative and inference models are sigmoid belief networks (SBNs) and applied in generative modeling of fixed-dimensional images. In contrast, in seq2seq JAEs, the encoder itself is implemented as a seq2seq model and the decoder as another seq2seq model, similar to
seq2seq VAEs\(^1\) in [10], [11]. This letter presents a systematic progress from ordinary fixed-dimensional JAEs to seq2seq JAEs and from unsupervised learning to semi-supervised learning. This is the first contribution of this letter.

Furthermore, in addition to unpaired input sequences (briefly called unpaired \(x\)-data), we also have easily-available unpaired output sequences (called unpaired \(z\)-data) in some tasks. For example, in parsing NL into Python code, unpaired \(z\) can be easily collected from the Python DJANGO library [5]. Given the capability of JAEs in learning with discrete latent variables, we propose bi-directional JAEs (called bi-JAEs) to leverage not only unpaired \(x\)-data but also unpaired \(z\)-data. This is the second contribution of this letter. These two unsupervised learning processes in bi-JAEs help each other. For instance in semantic parsing, learning to read meaning from text and learning to write meaning to text promote each other. This is similar to dual parsing, learning to read meaning from text and learning to write meaning to text.

### II. Method

#### A. Joint-Stochastic-Approximation Auto-Encoders (JAEs)

For observation \(x\) and latent variable \(z\), consider a generative model \(p_\theta(x, z) \triangleq p(z)p_\theta(x|z)\) paired with an auxiliary inference model \(q_\phi(z|x)\). The key idea of Joint Stochastic Approximation (JSA) learning proposed in [15] is that in addition to maximizing with respect to (w.r.t) \(\theta\) the marginal log-likelihood, it simultaneously minimizes w.r.t. \(\phi\) the KL divergence\(^2\) \(KL(p_\theta(z|x)||q_\phi(z|x))\) between the posteriories and the inference model, by jointly optimizing:

\[
\begin{align*}
\min_{\theta} KL[p_\theta(x)||p_\theta(x)] \\
\min_{\phi} KL[p_\phi(x)p_\theta(z|x)||p_\theta(x)q_\phi(z|x)]
\end{align*}
\]

(1)

where \(p_\phi(x) \triangleq \prod_{i=1}^m \delta(x - x_i)\) denotes the empirical distribution for a training dataset consisting of \(m\) observations. With the gradients being set to zeros, the optimization problem Eq. (1) can be solved by applying the stochastic approximation (SA) algorithm [17] to find the root for the following system of simultaneous equations:

\[
\begin{align*}
E_{\tilde{p}(x)p_\theta(z|x)} \left[ \frac{\partial}{\partial \theta} \log p_\theta(x, z) \right] &= 0 \\
E_{\tilde{p}(x)p_\theta(z|x)} \left[ \frac{\partial}{\partial \phi} \log q_\phi(z|x) \right] &= 0
\end{align*}
\]

(2)

Basically, SA provides a mathematical framework for stochastically solving a root finding problem, which has the form of expectations being equal to zeros. The SA algorithm iterates Monte Carlo sampling and parameter updating. In each iteration \(t\) of JSA, we draw a training observation \(x \sim \tilde{p}(\cdot)\) and then draw a sample \(z\) through a Markov transition which admits \(p_\theta(z|x)\) as the invariant distribution, based on Metropolis Independence Sampling (MIS):

1. Propose \(z \sim q_\phi(z|x)\).
2. Accept \(z^{(t)} = z\) with probability

\[
\min \left\{ 1, \frac{w(z)}{w(z^{(t-1)})} \right\}, \quad w(z) = \frac{p_\theta(z|x) \propto p_\theta(z, x)}{q_\phi(z|x) \propto q_\phi(z|x)}
\]

In practice, we usually draw multiple samples for \(z\) by performing the Markov transition repeatedly, which is known as SA with multiple moves [18]. With \(p_\theta(z|x)\) termed the decoder and \(q_\phi(z|x)\) the encoder, we call the JSA learning method together with the model (decoder and encoder) by Joint-stochastic-approximation Auto-Encoders or JAEs for short.\(^3\)

#### B. Seq2Seq JAEs for \(S^4\) Learning

To extend JAEs to Semi-Supervised Seq2Seq (\(S^4\)) learning in NLP tasks such as semantic parsing, we define \(x\) as the NL utterance, and \(z\) the linearized sequence of the MR. The prior \(p(z)\) is pretrained as a RNN language model over \(z\); the decoder \(p_\theta(x|z)\) is implemented as a seq2seq model and the encoder \(q_\phi(z|x)\) as another seq2seq model.

Suppose that apart from limited parallel data \(L = \{(x_1, z_1), \ldots, (x_k, z_k)\}\), there are large amounts of unpaired NL utterances \(U_x = \{x_1, \ldots, x_m\}\), with \(m \gg k\). \(\tilde{p}(x) \triangleq \frac{1}{m} \sum_{i=1}^m \delta(x - x_i)\) denotes the empirical distribution of \(x\). We formulate the semi-supervised learning from \(L\) and \(U_x\) as jointly optimizing

\[
\begin{align*}
\min_{\phi} KL[p_\phi(x)p_\theta(z|x)||p_\theta(x)q_\phi(z|x)] \\
\min_{\phi} KL[p_\phi(x)p_\theta(z|x)||p_\phi(x)q_\phi(z|x)]
\end{align*}
\]

which are defined by a combination of unsupervised and supervised criteria, similar to [8], [19]. The hyper-parameter \(\alpha\) controls the relative weight between unsupervised and supervised criteria. Similar to Eq. (2), by deriving the gradients w.r.t. \(\theta\) and \(\phi\) and setting them to zeros, we can apply the JSA learning algorithm, as shown in Algorithm 1 but only using \(L\) and \(U_x\).

#### C. Seq2seq bi-JAEs for \(S^4\) Learning

In the above, we develop JAEs for the usual form of SSL, namely utilizing \(U_x\) in addition to \(L\). By swapping the roles of \(x\) and \(z\), we can analogously develop JAEs for another form of SSL, which utilizes \(U_z\) in addition to \(L\). To differentiate, we call the usual form as forward SSL and the latter form as backward SSL. The forward SSL uses \(p_\theta(z, x) \triangleq p(z)p_\theta(x|z)\) as the generative model with \(q_\phi(z|x)\) as the auxiliary inference model to exploit \(U_x\). To optimize \(\log p_\theta(x)\) for \(x\) in \(U_x\), we use MIS to obtain samples from the intractable posteriori \(p_\theta(z|x)\) with \(q_\phi(z|x)\) as the proposal. Analogously, the backward SSL uses \(q_\phi(x, z) \triangleq q(x)q_\phi(z|x)\) as the generative model with \(p_\theta(x|z)\) as the auxiliary inference model to exploit \(U_z\). \(q(x)\) denotes the prior for \(x\), which, like \(p(z)\), is pretrained as a RNN language model. To optimize \(\log q_\phi(x)\) for \(x\) in \(U_z\), we use MIS to obtain samples from the intractable posteriori \(q_\phi(x|z)\) with \(p_\theta(x|z)\) as the proposal.

Further, we can combine these two forms to obtain bi-JAEs. Suppose that apart from limited parallel data \(L\) and

\(^1\)To be clear, the encoder and decoder in a seq2seq JAE and a seq2seq VAE may be of the same structure, but they are trained via the stochastic-approximation principle and the variational principle respectively.

\(^2\)The KL-divergence between two distributions \(p(\cdot)\) and \(q(\cdot)\) is defined as \(KL[p||q] \triangleq \int p \log (\frac{p}{q})\).

\(^3\)JAEs only run a few steps of transitions (the same as the number of samples drawn in VAEs) per parameter update and still have parameter convergence [17]. Thus the training time complexity of JAEs is close to that of VAEs.
Algorithm 1: Semi-Supervised Learning with bi-JAEs from $\mathbb{L}$ (Parallel Data), $\mathbb{U}_x$ (unpaired $x$-Data), and $\mathbb{U}_z$ (Unpaired $z$-Data).

repeat
Monte Carlo sampling: Draw a forward (i.e. $x \rightarrow z$) unsupervised minibatch $\mathcal{U}_x \sim \hat{p}(x)p_0(x|z)$ from $\mathbb{U}_x$, a backward (i.e. $z \rightarrow x$) unsupervised minibatch $\mathcal{U}_z \sim \hat{p}(z)q_0(x|z)$ from $\mathbb{U}_z$, and a supervised minibatch $\mathcal{S}$ from $\mathbb{L}$;

SA updating:
Update $\theta$ by ascending:
\[
\frac{1}{|\mathcal{U}_x|} \sum_{(x,z) \in \mathcal{U}_x} \frac{\partial}{\partial \theta} \log p_\theta(x|z) + \frac{1}{|\mathcal{U}_z|} \sum_{(x,z) \in \mathcal{U}_z} \frac{\partial}{\partial \theta} \log p_\theta(z|x) + \frac{1}{|\mathcal{S}|} \sum_{(x,z) \in \mathcal{S}} \frac{\partial}{\partial \theta} \log p_\theta(x|z)
\]
until convergence.

Update $\phi$ by ascending:
\[
\frac{1}{|\mathcal{U}_x|} \sum_{(x,z) \in \mathcal{U}_x} \frac{\partial}{\partial \phi} \log q_\phi(x|z) + \frac{1}{|\mathcal{U}_z|} \sum_{(x,z) \in \mathcal{U}_z} \frac{\partial}{\partial \phi} \log q_\phi(z|x) + \frac{1}{|\mathcal{S}|} \sum_{(x,z) \in \mathcal{S}} \frac{\partial}{\partial \phi} \log q_\phi(x|z)
\]

until convergence.

III. EXPERIMENTS

We conduct a series of experiments to evaluate the proposed seq2seq JAEs and bi-JAEs for $S^4$ semantic parsing. To compare with the state-of-the-art VAE-based method [11], we experiment with the same datasets and the same model structure (encoder and decoder).

Data setting. Two semantic parsing datasets are used. First, the ATIS dataset consists of a collection of 5,410 telephone inquiries of flight booking, and the target MRs are defined using $\lambda$-calculus logical forms. Second, the DJANGO dataset [5], which contains 18,805 lines of Python source codes extracted from Django (a web application framework), is used for code generation, i.e. parsing NL utterances into Python statements.

Examples of NL utterances and MRs in the ATIS and DJANGO datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>MR: airline_name (the $0$ and ( flight $0$ ) ( airline $0$ all0 ) ( flight_number $0$ flight0 ))</td>
</tr>
<tr>
<td>DJANGO</td>
<td>MR: sort my_list in descending order ( list(my_list, reverse=True) )</td>
</tr>
</tbody>
</table>

| Dataset | $|L|$ | SUP | VAE | JAE | bi-VAE | bi-JAE |
|---------|-----|-----|-----|-----|-------|-------|
| ATIS    | 500 | 65.1 | 65.3 | 65.8 | 67.1 | 69.5 |
| DJANGO  | 2,000 | 50.2 | 49.1 | 50.5 | 52.2 | 54.2 |

For comparison, we conduct McNemar’s tests. JAEs are compared against VAEs; bi-JAEs are against VAE, JAE, and bi-VAE. “V”/“J”/“b” represents p-value < 0.01 when compared against VAE/JAE/bi-VAE.

For experiments with JAEs, we fix the prior $q_\phi(z|x)$ as an LSTM language model. On both ATIS and DJANGO dataset, we estimate $q_\phi(z|x)$ over all available $x$ in $\mathbb{L} \cup \mathbb{U}_x$ for bi-JAEs. Since all source codes in the Django web application framework (within which the DJANGO dataset is only a subset) are available for utilization, $p(z)$ is estimated over all the DJANGO codes, for both JAEs and bi-JAEs.

2) For bi-JAEs, we pretrain and fix the prior $q_\phi(z|x)$ as an LSTM language model. On both ATIS and DJANGO dataset, we estimate $q_\phi(z|x)$ over all available $x$ in $\mathbb{L} \cup \mathbb{U}_x$.

3) For model initialization, supervised pretraining of $q_\phi(z|x)$ and $p_\theta(x|z)$ are conducted, using the labeled data $\mathbb{L}$.

4) Throughout all experiments, we set $\alpha = 10$ in Eq.(3) and Eq.(4) without much tuning. During each SA iteration, MIS is repeated 5 times, both for $q_\phi(z|x)$ (given $x$ from $\mathbb{U}_x$) and for $p_\theta(x|z)$ (given $z$ from $\mathbb{U}_z$). We employ the Adam optimizer, and apply early stopping. As in [11], we reload the best model and halve the learning rate (initialized to 0.001) when the performance on the development set (evaluated per-epoch) does not increase within 5 epochs. This operation of model reloading and learning rate halving is repeated for 5 times.

A. Main Results

Table II list the results on ATIS and DJANGO datasets with varying amounts of labeled data $\mathbb{L}$. The evaluation metric is the exact-match accuracy [11]. To compare with the VAE-based method [11], we use the source code released by [11] and report our best reproduced results. We also implement bi-VAEs as a counterpart of bi-JAEs. The main observations are as follows:

1) By using additional unpaired data, JAEs and bi-JAEs significantly surpass the purely supervised baseline.

2) Under the same setting, JAEs outperform VAEs significantly and consistently on ATIS. On DJANGO, some mean accuracies are close, but the standard deviations (SDs) for VAEs are much larger than for JAEs. The SDs for VAEs and JAEs are 2.2/2.9/2.9 and 0.8/0.7/0.6.

3) This prior is needed to evaluate $z$-samples proposed by $q_\phi(z|x)$ in MIS.
respective for $|L| = 1000/2000/5000$. Additionally, we plot the gradient norms of the encoder parameter for VAEs and JAEs during training on DJANGO in Fig. 1. It is clear that the gradients during training with VAEs are more noisy, presumably due to the use of the REINFORCE trick. Overall, these results show that JAEs achieves better and stabler results than VAEs. By comparing bi-VAEs and bi-JAEs, we have similar observations.

3) By using additional unpaired $z$-data, bi-JAEs significantly outperform JAEs, over both ATIS and DJANGO. The gains are larger when $|L|$ is small (limited availability of parallel data). It is interesting to see that bi-VAEs also outperform VAEs. By utilizing additional unpaired $z$-data, the proposed bi-directional learning clearly yield further improvements for $S^4$ learning.

B. Ablation Study

Chain persistence. Note that in MIS, we need to cache $z$ (i.e. $z^{(t-1)}$) for each $x$ in $U_x$ to make a persistent Markov Chain, so that the invariant distribution of the Markov Chain will be $p_\theta(z|x)$. Caching $z$ provides theoretical convergence guarantee of the JSA algorithm, but on the other hand, may bring some extra memory cost. So we evaluate the performance without caching, i.e. we substitute the cached $z$ with the first sample proposed from $q_\phi(z|x)$. For bi-JAEs, we need to cache $z$ for each $z$ in $U_z$; so in the no-caching experiment, we use the first sample proposed from $p_\theta(x|z)$. We experiment with semi-supervised learning on ATIS with $|L| = 1,000$ and DJANGO with $|L| = 5,000$. It can be seen from the results in Table III that the performances with caching are indeed better than with no-caching, though slightly. The result also suggests that training without caching could be used if there is a large amount of unlabeled data and the memory cost need be controlled.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Cache?</th>
<th>JAE</th>
<th>bi-JAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>×</td>
<td>76.5</td>
<td>78.1</td>
</tr>
<tr>
<td>(∥L∥ = 1,000)</td>
<td>✓</td>
<td>76.6</td>
<td>78.7</td>
</tr>
<tr>
<td>DJANGO</td>
<td>×</td>
<td>64.8</td>
<td>65.8</td>
</tr>
<tr>
<td>(∥L∥ = 5,000)</td>
<td>✓</td>
<td>65.1</td>
<td>66.0</td>
</tr>
</tbody>
</table>

**TABLE IV**

**ACCURACIES % WITH DIFFERENT MIS SETTINGS FOR JAEs AND bi-JAEs**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>$M$=1</th>
<th>$M$=5</th>
<th>Last</th>
<th>$M$=5, All</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>JAE</td>
<td>75.1</td>
<td>75.8</td>
<td>76.6</td>
<td></td>
</tr>
<tr>
<td>(∥L∥ = 1,000)</td>
<td>bi-JAE</td>
<td>76.8</td>
<td>77.8</td>
<td>78.7</td>
<td></td>
</tr>
<tr>
<td>DJANGO</td>
<td>JAE</td>
<td>65.0</td>
<td>64.5</td>
<td>65.1</td>
<td></td>
</tr>
<tr>
<td>(∥L∥ = 5,000)</td>
<td>bi-JAE</td>
<td>66.1</td>
<td>66.5</td>
<td>66.0</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE V**

**EXAMINING THE EFFECT OF ARTIFICIAL PAIRING BETWEEN $U_1$ AND $U_2$ FOR bi-JAEs. $U_1 + U_1$ CONTAINS ARTIFICIAL PAIRING, WHILE $U_1 + U_2$ NOT**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$U_1 + U_1$</th>
<th>$U_1 + U_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS (∥L∥ = 1,000)</td>
<td>77.8</td>
<td>77.4</td>
</tr>
<tr>
<td>DJANGO (∥L∥ = 5,000)</td>
<td>65.0</td>
<td>65.7</td>
</tr>
</tbody>
</table>

**MIS setting.** During each SA iteration, we use multiple moves along the MIS based Markov Chain to obtain samples from $p_\theta(z|x)$ (and from $q_\phi(x|z)$ in bi-JAEs). Denote the number of moves by $M$. In SA updating, we can use the last sample (denoted as “Last”) or use all the samples from the multiple moves (denoted as “All”). Taking $M = 5$ as an example, for each unpaired $x$ or $z$, we use one sample to calculate gradients for “$M = 5$, Last,” and $S$ samples for “$M = 5$, All”. The results for different MIS settings are listed in Table IV. On ATIS, “$M = 5$, Last” is better than “$M = 1$,” revealing that more moves in SA iterations could improve mixing of the Markov Chain. “$M = 5$, All” is better than “$M = 5$, Last,” indicating that the gradients calculated by more samples are less noisy. On DJANGO, the difference between the three MIS settings is slight, presumably because the DJANGO dataset is more complex and MIS setting may not be the major factor affecting performance.

**Unpaired data in bi-JAEs.** In experiments with bi-JAEs on ATIS and DJANGO which both consist of all labeled data, we first randomly create the parallel data $L$, then use the remaining $x$ and $z$ to create $U_x$ and $U_z$ respectively. The unpaired data $U_x$ and $U_z$ obtained in this way are in fact paired, which seldom occur in realistic tasks. The following experiment is conducted to examine the effect of this artificial pairing between $U_x$ and $U_z$ for bi-JAEs. Apart from $L$ (∥L∥ = 1,000 for ATIS and $|L| = 5,000$ for DJANGO), we split the remaining data into two parts of equal sizes, denoted as $U_1$ and $U_2$, respectively. Two settings to create $U_x$ and $U_z$ are tested. The first uses $x$ from $U_1$ and $z$ also from $U_1$ (denoted as $U_1 + U_1$) to create $U_x$ and $U_z$ respectively, which are in fact paired. The second uses $x$ from $U_1$ and $z$ from $U_2$ (denoted as $U_1 + U_2$), thus without artificial pairing between $U_x$ and $U_z$. It can be seen from the results in Table V that the performance difference between the two settings is weak. The artificial pairing does not inadvertently magnify bi-JAEs. This also suggests that $U_x$ and $U_z$ can be created completely separately in real tasks.

IV. Conclusion

The contribution of this letter is that we present a solid advance from unsupervised learning of ordinary fixed-dimensional JAEs [15] to $S^4$ learning of seq2seq JAEs, and further we propose bi-directional JAEs to leverage not only unpaired $x$-data but also unpaired $z$-data. The effects of sample caching, different MIS settings and artificial pairing between $U_x$ and $U_z$ for the challenging $S^4$ learning are examined. Experimental results on two semantic parsing benchmarking datasets demonstrate the superiority of JAEs and bi-JAEs over their VAE counterparts.
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