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Motivation

* There are more than 7100 languages in the world, and most of them are
low-resourced languages.

* Multilingual speech recognition

» Training data from a number of languages (seen languages) are merged to train a
multilingual AM.

* Crosslingual speech recognition
= The target language is unseen in training the multilingual AM.
= |In few-shot setting , the AM can be finetuned on limited target language data.
» In zero-shot setting , the AM is directly used without finetuning*.

* Suppose that text corpus from the target language are available.
Intuitively, the key to successful multilingual and crosslingual recognition is
to promote the information sharing in multilingual training
and maximize the knowledge transferring from the well trained multilingual model to the model
for recognizing the utterances in the new language.




Universal Phone Set

* International Phonetic Alphabet (IPA)

e Often phones are seen as being the
“atoms” of speech. But it is now widely
accepted in phonology that phones are
decomposable into smaller, more
fundamental units, sharable across all
languages, called phonological
(distinctive) features.
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Phonological features

Describe phones by phonological features

= Vowels

* vowel height
 vowel backness

s Consonants

* Place of articulation
* Manner of articulation
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Phonological features: micro-decomposition of phones

* Like atoms could be split into nucleus and electrons, phones can be
expressed by phonological features.

Matter Speech
Atoms Phones
Periodic table of elements IPA table

Nucleus, electrons Phonological features



Phonological features: promote information sharing

* Even language-specific phones are connected by using phonological features.
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Related work

* Phonological features(PFs) have been applied in multilingual and crosslingual ASR

* Previous studies generally take a bottom-up approach,
and suffer from:

* The acoustic-to-PF extraction in a bottom-up way is itself
difficult.

* Do not provide a principled model to calculate the phone
probabilities for unseen phones from the new language
towards zero-shot crosslingual recognition.

Phone probabilities
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From phonological features to phonological-vector

* Phonological-vector
= Encode each phonological feature by a 2-bit binary vector. (24PFs -> 48bits)

= Plus 3 bits to indicate <blk>, <spn>, <nsn>
= Phonological-vector: Total 51 bits



Joining of Acoustics and Phonology (JoinAP)

e The JoinAP method

= DNN based acoustic feature extraction (bottom-up)
and phonology driven phone embedding (top-down)
are joined to calculate the logits.

* JoinAP-Linear

» Linear transformation of phonological-vector p; to define
the embedding vector for phone i:
e; = Apl (S IRH

e JoinAP-Nonlinear

= Apply nonlinear transformation, multilayered neural networks:

e; = A,0(A1p;) € RY

Phonological vector

\
Phonological transformation
Phone embedding e;
Logits: l =e]
ogits: z,; = e; h;
DNN output h;
DNN based feature extractor

Acoustic spectra
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Experiments

* Train multilingual AM on German, French, Spanish and ltalian.
e Zero-shot and few-shot crosslingual ASR on Polish and Mandarin.
* Employ Phonetisaurus G2P to generate IPA lexicons

e Use CTC-CRF based ASR toolkit, CAT
* Acoustic model: 3 layer VGGBLSTM with 1024 hidden dim

* Adam optimizer: with an initial learning rate of 0.001, decreased to 1/10 until less than 0.00001
* Dropout 0.5

Language Corpora #Phones Train Dev  Test
German  CommonVoice 40 6394 247 25.1
French CommonVoice 57 465.2 219 23.0
Spanish ~ CommonVoice 30 246.4 249 25.6
[talian Common Voice 33 89.3 19.7 20.8
Polish Common Voice 46 03.2 52 6.1
Mandarin AISHELL-1 06 150.9 18.1 10.0




Experiments

* Multilingual experiments

Language | Flat-Phone Flat-Phone Flat-Phone | JoinAP-Linear JoinAP-Linear | JoinAP-Nonlinear JoinAP-Nonlinear
monolingual | w/o finetuning  finetuning | w/o finetuning finetuning w/o finetuning finetuning
German 13.09 14.36 12.42 13.72 12.45 13.97 12.64
French 18.96 22.73 18.91 22.73 19.54 22.88 19.62
Spanish 15.11 13.93 13.06 13.93 13.19 14.10 13.26
[talian 24.57 25.97 21.77 25.85 21.70 24.06 20.29
Average 17.93 19.25 16.54 19.06 16.72 18.75 16.45

* Language-degree of a phone: how many languages a phone appears

Language-degree

4 3 2 1
Language
German 18 6 8 8
French 18 6 7 26
Spanish 18 4 1 7
[talian 18 5 4 6

On average, both JoinAP-Nonlinear and JoinAP-Linear perform better than Flat-Phone,
and JoinAP-Nonlinear is the strongest.




Experiments

* Crosslingual experiments

= Polish: = Mandarin:
#Finetune Flat-Phone JoinAP-Linear JoinAP-Nonlinear " #Finetune  Flat-Phone  JoinAP-Linear  JoinAP-Nonlinear
0 33.15 35.73 31.80 0 97.10 89.51 88.41
10 minutes 8.70 7.50 8.10 | hour 25.39 25.21 24.86

= Statistics about Polish and Mandarin:

Language #Phones #Unseen phones
Polish 46 18
Mandarin 96 79

On average, both JoinAP-Nonlinear and JoinAP-Linear perform better than Flat-Phone,
and JoinAP-Nonlinear is the strongest.
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Experiments

* t-SNE map of Polish phone embeddings

(obtained from un-finetuned multilingual models)

(a) (b) (c)

(a) Flat phone embeddings, (b) JoinAP-Linear phone embeddings, (c) JoinAP- Nonlinear phone embeddings.
Consonants with the same manner of articulation
Consonants with the same place of articulation
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Conclusion

In the multilingual and crosslingual experiments, JoinAP-Nonlinear generally
performs better than JoinAP-Linear and the traditional flat-phone method on
average. The improvements for target language depend on its data amount and
language-degree.

Our JoinAP method provides a principled, data-efficient approach to
multilingual and crosslingual speech recognition.

Promising directions: exploring DNN based phonological transformation, and
pretraining over increasing number of languages.



