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Introduction

Trans-dimensional random field (TRF) LMs To improve the training efficiency and the performance of neural TRF LMs:
€ To fit the joint probability p(x4, ..., x;) directly v Define the TRF in the form of exponential tilting of a reference distribution
€ Support both discrete features and neural network features v Introduce the noise-contrastive estimation (NCE) to train TRF LM.
€ Inference is fast but training is slow v Marry the deep CNN and the bi-directional LSTM
Model Definition Noise-contrastive Estimation (NCE)
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Experiments
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Speech recognition WERs on CHIME-4 Challenge data.
Dev Test
model - :
R j;s _—_— real simu real simu
R128 KN5 5.03 4.79 7.38 5.78
Bidirectional LSTM ]
LSTM (i.e. g(x!)) 3.63 3.24 5.70 453
Residual connection
TRF 3.53 3.20 5.68 4.36
R128
Convli layers KN5+LSTM 3.56 3.29 5.71 418
Conv1D projections > rescore
P TRF LM KN5+TRF 353 | 322 554 | | 4.20
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Conclusion:

-------- L] ICO"”.D R v/ On a 40x larger training set use only 1/3

. . . . . R128 training time

v Achieve a 4.7% relative WER reduction on
' Word embedding

X, X X3 x4 X the top of a strong LSTM LM baseline.

KN5: 5gram LM with modified Kneser-Ney smoothing
LSTM: 2 hidden layers, 512 hidden units per layer

“Dev” denotes the development set and “Test” denotes the
test set.

“+” denotes the log-linear interpolation with equal weights
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