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Abstract

This paper presents an objective and quantitative study of segmentation algorithms. This study is distinguished from other
studies by considering both evaluation and comparison, treating algorithms selected from distinct technique groups as well as
using carefully designed synthetic images for the test experiments. All these characteristics make this study a general and
effective one for revealing the performance of segmentation algorithms. © 1997 Elsevier Science B.V.
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1. Introduction

Image segmentation is an important process of
image analysis. It consists of subdividing an image
into its constituent parts and extracting these parts of
interest (objects). A large variety of different seg-
mentation algorithms have been developed (Pal and
Pal, 1993). The evaluation and comparison of these
algorithms turn to be important and even indispens-
able for rightly using these algorithms. Recently,
several comparative studies of segmentation algo-
rithms have been reported (Sahoo et al., 1988; Lee et
al., 1990; Pal and Bhandari, 1993; Pal and Pal,
1993). The following comments about these works
can be made:

(1) In all these studies, only the performance
comparison among various algorithms is discussed
and no intra-evaluation of particular algorithms has
been reported. Though segmentation evaluation and
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segmentation comparison are closely related, they
are in fact distinct matters. Segmentation evaluation
is an intra-technique process. The purpose of evalua-
tion for a specific algorithm is to quantitatively
recognize its behavior in treating various images
and/or to help appropriately setting its parameters
regarding different applications to achieve the best
performance of this algorithm. Segmentation com-
parison is an inter-technique process. The purpose of
comparison for different algorithms is to rank their
performance and to provide guidelines in choosing
suitable algorithms according to applications as well
as to promote new developments by effectively tak-
ing the strong points of several algorithms.

(2) In these studies, most segmentation algorithms
treated are based on threshold selection. Two excep-
tions (two iterative pixel classification algorithms)
were reported (Pal and Pal, 1993). However, the
comparison made on these two algorithms is sepa-
rated from the comparison made on the thresholding
algorithms. Though the threshold selection based
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techniques are often used, the algorithms based on
other principles are more and more popular (Pal and
Pal, 1993). A complete evaluation and comparison of
segmentation algorithms should take into account
different types of techniques together.

(3) In most of these studies only particular real
images were used for test purpose. Though real
images may have some realistic characteristics, their
‘‘random’’ nature makes the studies less general and
not suitable for different applications. Moreover, nu-
merous indeterminate characteristics of real images
make an analytic evaluation and an accurate compar-
ison complicated. As a rule, the segmentation results
can only be judged either by using manually seg-
mented images as reference (Lee et al., 1990; Pal
and Bhandari, 1993), or by visually comparing to the
original images (Pal and Pal, 1993), or just applying
quality measures corresponding to human intuition
(Sahoo et al., 1988; Lee et al., 1990; Pal and Pal,
1993). This makes these studies more subjective than
objective. Finally these studies can not be inter-com-
pared as the images used are quite different.

This paper attempts to address these three points.
It presents an evaluation and comparison study of
different types of segmentation algorithms. This study
is made with the help of carefully designed synthetic
images and new performance criteria that are both
objective and quantitative (Zhang and Gerbrands,
1994). In Section 2 the methods for segmentation
evaluation and comparison are depicted. According
to a classification scheme, several segmentation al-
gorithms from different technique groups are se-
lected for this study. Both evaluation and comparison
of segmentation algorithms are then detailed. The
evaluation studies and the result analyses are pre-
sented in Section 3. The comparison experiments and
the result discussions are given in Section 4. Finally,
the conclusions drawn from this study and advan-
tages of our approach are summarized in Section 5.

2. Method description
2.1. Classification and selection of algorithms
A classification of algorithms into groups is a

partition of a set into subsets. With reference to the
definition of segmentation (Fu and Mei, 1981), we

believe that an appropriate classification of segmen-

tation algorithms should satisfy the following four

conditions:

1. Every algorithm must be in a group.

2. All groups together can include all algorithms.

3. The algorithm in the same group should have
some common properties.

4. The algorithm in different group should have
certain distinguishable properties.

Classifications of algorithms are performed ac-
cording to some classification criteria. The first two
conditions imply that the classification criteria should
be suitable for classifying all different algorithms.
The last two conditions imply that the classification
criteria should determine the representative proper-
ties of each algorithm group. Taking these conditions
in mind, the following two criteria appear to be
suitable for the classification of segmentation algo-
rithms.

The gray level image segmentation is generally
based on one of two basic properties of gray level
values in images: discontinuity and similarity (Con-
zalez and Woods, 1992). So two categories of algo-
rithms can be distinguished: the boundary based ones
that detect object contours explicitly by using the
discontinuity property and the region based ones that
locate object areas explicitly according to the simi-
larity property. These two categories can be consid-
ered as complementary. On the other hand, accord-
ing to the processing strategy, segmentation algo-
rithms can be divided into the sequential class and
parallel class (Rosenfeld, 1981). In the former, some
cues from the early processing steps are taken for the
subsequent steps. While in the latter, all decisions
are made independently and simuitaneously. Both
strategies are also complementary from the process-
ing point of view.

Combining the two types of categorizations four
groups of techniques, G1, G2, G3 and G4 can be
defined as shown in Table 1. Such a classification
satisfies the above four conditions. These four groups

Table 1
Classification of segmentation techniques

Segmentation techniques Parallel strategy Sequential strategy

Group 1 (G1)  Group 2(G2)
Group 3(G3)  Group 4 (G4)

Boundary based
Region based
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can include all existing segmentation algorithms, for
example, surveyed by Fu and Mei (1981) as well as
by Pal and Pal (1993).

To make this study complete, one algorithm from
each group has been selected as representative exam-
ples:

CEBC (G1): Canny operator Edge detecting and

Boundary Closing (see below).

DPCS (G2): Dynamic Programming technique for

Contour Searching (Gerbrands, 1988).

IHCA (G3): Improved Histogram Concavity Anal-

ysis (Zhang et al., 1990).

SMG (G4): Split, Merge and Group approach

(Strasters and Gerbrands, 1991).

Moreover, another algorithm called T-B which
stands for Thresholding with the Best results (see
Section 4.1) is also tested along with the above four
algorithms for the comparison purpose. This algo-
rithm, as a thresholding technique, belongs to the
group G3. The particular implementation of those
five algorithms will be described in the following
sections when they are treated.

2.2. Construction of test images

The design and generation of synthetic test im-
ages for different segmentation evaluation and com-
parison tasks have been detailed in reference (Zhang
and Gerbrands, 1992a). Two image subsets used in
this study, namely the subset Shape and the subset
Size, are shown together in Fig. 1. These images are
size of 256 X 256, with 256 gray levels. In Fig. 1,

the left 8 columns belong to the subset Size and the
right 4 columns belong to the subset Shape. Note
that the most right column of the subset Size is also
the most left column of the subset Shape. This makes
all experiments made with these two subsets inter-
nally connected.

In the subset Size, the diameter of disk objects is
varied from column to column. The eight objects,
from left to right, have diameters 20, 28, 40, 50, 64,
90, 112 and 128, respectively. They are labeled from
#1 to #8. In the subset Shape, the form of objects
changes from the circle to elongated ellipse. The
eccentricity (E) values of these four objects are 1.0,
1.5, 2.0 and 2.5, respectively. The eccentricity is
obtained on the basis of fitting an ellipse to the
object boundary:

E = Mal /Mil, (1)

where Mal and Mil are the major and minor axis
length of fitting ellipse, respectively. The diameter of
the circular object is 128. Other objects, though with
different shape, are adjusted to have the similar size
as that of the circular one to avoid the influence of
object size over segmentation results.

To make the images more realistic, one 3 X3
average low-pass filter is applied for producing a
transition region between objects and background
(Zhang and Gerbrands, 1991). Then, zero-mean
Gaussian noise is added to simulate noisy effect. The
noise samples have been generated with four stan-
dard deviations 4, 8, 16 and 32, respectively. The

g P
. e

Fig. 1. Synthetic test images: subset Size (left 8 columns) and subset Shape (right 4 columns).
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Signal-to-Noise Ratio (SNR) of images is defined as
(Kitchen and Rosenfeld, 1981):

SNR=(h/a)’, (2)

where h is the gray level difference between the
object and background regions and o is the standard
deviation of the noise. Since the gray level of objects
is 144 and the gray level of background is 112 in the
noise-free images, the SNR levels of the four image
rows in Fig. 1, from top to bottom, are 64, 16, 4, and
1, respectively. These values cover the range of
many applications (Kitchen and Rosenfeld, 1981).
To cope with the randomness of noise, ten noisy
images are separately generated for each SNR level.
Each image shown in Fig. 1 is one of these ten
images.

2.3. Characterization of performance

To characterize the quality of segmented image
and the performance of applied algorithms, certain
judging criteria are needed. In this study the objec-
tive and quantitative criteria as discussed in Zhang
and Gerbrands (1994) are used. Let R; denote the
feature value obtained from a reference image and S;
denote the feature value measured from the seg-
mented image, the performance criteria, which are
called Relative Ultimate Measurement Accuracy of
an object feature (RUMA;) can be computed by:

RUMA, = (IR; — S|/R;) X 100%. (3)

The values of RUMA; are inversely proportional
to the segmentation results: the smaller the values,
the better is the quality (regarding to the feature
used). It has been shown that among all groups of
existing criteria for segmentation evaluation, the
group with RUMA is the best to precisely judge the
quality of segmentation results (Zhang, 1996). In
general the perfect segmentation should extract the
object as it was generated and a better segmentation
could provide a result closer to the perfect one.

Features used in Eq. (3) can be selected according
to the segmentation goals as well as evaluation and
comparison requirements. Various object features can
be employed (two examples are shown in the next
sections) so that different situations can be covered.
In practical evaluation and comparison experiments,
the algorithms selected are first applied to the test

images, and then S; can be measured from the
segmented images. The R; can be obtained by a
similar process from the reference image produced in
image generation process. With both S; and R; in
hand, the RUMA; can be readily computed.

3. Segmentation evaluation

For one segmentation algorithm, two types of
evaluation can often be distinguished. One is carried
out with the same parameter setting of this algorithm
for segmenting multiple images. That is, the ability
and consistency of the algorithm in treating images
with different contents and /or acquired under vari-
ous conditions are evaluated. We will show such an
example by evaluating the DPCS algorithm with the
help of the image subset Shape and using the eccen-
tricity as object feature in Section 3.1. Another one
is carried out by giving different values to the algo-
rithm’s parameters for segmenting some comparable
images and then evaluating the influence of multiple
settings of the algorithm over its performance. That
is, the adaptability and the best performance of this
algorithm for given images are evaluated. We will
evaluate the SMG algorithm with the help of the
image subset Size and using the area as object
feature in Section 3.2.

3.1. Evaluation of the DPCS algorithm

The DPCS algorithm is a boundary based sequen-
tial technique. This procedure consists of several
steps (Gerbrands, 1988). First, a Region Of Interest
(ROD) is determined, which must enclose the whole
object boundary under investigation. Then the part of
image inside the ROI is re-sampled to a strip by
using a polar transformation. In addition, a cost
function related to the pixel edge values is defined
on this strip. An optimal 8-neighbor connected curve
can be found by using an optimization technique
called dynamic programming (Martelli, 1976). This
optimal curve is finally transformed back to the
original image space as the required object boundary.
curve is finally transformed back to the original
image space as the required object boundary.

The DPCS algorithm will work automatically af-
ter finding the ROI. With synthetic images, the
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known location and size of objects can be used to
accurately determine the ROI. To be consistent, a
centered ROI limited by two circles (diameter 128 +
101) is used for all evaluation experiments. Such a
ROI can enclose the whole boundary of every object
in the image subset Shape. We also use the best cost
function discussed in (Gerbrands, 1988) for obtain-
ing the cost images. Some segmentation results are
shown in Fig. 2(a). The segmentation results become
worse with the increase in noise level as expected.
The quantitative evaluation of this algorithm has
been made according to Eq. (3). Corresponding to
the use of the image subset Shape that is composed
of images containing different elliptical objects, the
object eccentricity is taken as the object feature in
Eq. (3). The evaluation results presented by the

curves of RUMA against SNR are shown in Fig.
2(b) where a logarithm scale is used for both axes.
The first observation from Fig. 2(b) is that the curve
corresponding to E = 2.5 is quite distinct from oth-
ers. This will be discussed in the next paragraph. The
other curves have some comparable behavior. The
quality of the final segmentation is fairly indepen-
dent of the form of ROI as the same ROI is used for
objects of different shape. This implies that the
determination of ROI, in these situations, is not a
critical factor affecting the performance of the DPCS
algorithm. In contrast, the SNR level of images has
more influence than that of object shapes over seg-
mentation results. This has been shown by the rapid
drop of the curves with the increase of the SNR
levels.
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Fig. 2. Evaluation results of the DPCS algorithm. (a) Original and segmented objects: E = 1.0 (first row) and E=2.5 (second row); (b)

RUMAg vs. SNR; (C) A polar transformed cost image.
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Now we discuss the problem associated with the
curve E=2.5. This could be explained more clearly
in the transformed image space, in which the original
ring enclosed by the ROI becomes a strip. One
example is shown in Fig. 2(c), where the vertical
axis is for the polar angle # and the horizontal axis is
for the vector from the re-sampling center p. In this
figure, a portion (# from 26° to 154°) of a cost
image (obtained from one of SNR = 64 images) is
presented together with the segmented boundary.
The intensity of the image is proportional to the cost
values. The top down black curve shows the bound-
ary path actually found by the DPCS algorithm,
which deviates from the higher cost region in the
middle of the image (around 6= 90°). It is in this
part of boundary that some bigger segmentation er-
rors have been produced. This problem can be ana-
lyzed as follows. The polar transformation is carried
out in the original image space by re-sampling the
ROI along the radius-vectors starting from the center
of ROL Each vector is re-sampled into one line in
the transformed image. Because the DPCS algorithm
searches precisely one pixel in each line of the cost
image to form the optimal path and because this path
should be an 8-neighbor connected one, a condition
should be met to satisfy the connectivity constraint
for this path. Suppose Ap is the distance between
the ends of two adjacent vectors py; and py, 4, in the
original image space, where A@ is the sampling
angle (the angle between two adjacent vectors), this
condition can be represented by

Ap=|py— pysspl < 1. | (4)

Eq. (4) is a necessary condition that should be
satisfied by a connected boundary path. In cases that
the object boundary is irregular, Eq. (4) should be
verified for every 6. For regular boundary, this prob-
lem can be solved by over-sampling.

In addition, we would like to point out that such a
phenomenon related to the shape and curvature of

object boundary can occur even for noise-free im- -

ages. This can be easily seen from the results shown
in the second column of Fig. 2(a). Finally, the
relative flat curve corresponding to £=2.5 in Fig.
2(b) indicates that the noise influence is minor if it is
compared with that of the object shapes in cases
where the elongation of objects exceeds certain lim-
1ts.

3.2. Evaluation of the SMG algorithm

The SMG algorithm works by splitting the inho-
mogeneous regions of images into homogeneous
components and merging or grouping the similar
regions (Strasters and Gerbrands, 1991). As a split-
merge based method (see, e.g., Horowitz and
Pavlidis, 1976), it needs to pre-set several parameters
according to the statistic properties of images. One
critical parameter, when the (best) pseudo variance
criterion is used as homogeneity criterion (Strasters
and Gerbrands, 1991), is the Variance Within Homo-
geneous Regions (VWHR). It should be set equal to
the Standard Deviation of Noise (SDN) of images
for a proper segmentation. In real applications, the
SDN is rarely known in advance. Besides, certain
pre-processing techniques, such as low-pass filtering,
can also alter the noise level in images. So, the
VWHR can only be set according to some a priori
knowledge about the image acquisition conditions
and /or some rough estimations from images in prac-
tice. It is thus interesting to study the performance of
the SMG algorithm when the VWHR was not set
equal to the SDN of images.

The quantitative evaluation using the image sub-
set Size is made according to Eq. (3) by taking the
object Area as the object feature, i.e., RUMA, are
computed. Since we know exactly the statistic prop-
erties of all test images, it is possible to precisely
pre-set VWHR regarding the different noise levels in
the images. Let Variance Ratio (VR) be the ration of
VWHR to SDN. For each SDN, five VWHR values
arechosen, which correspond to VR = 0.5, 0.75, 1.0,
1.25 and 1.5, respectively. Some segmented images
obtained by these settings for images of SDN =8
(SNR = 16) and SDN = 32 (SNR = 1) are shown in
Fig. 3(a). These images contain objects with diame-
ter 128. The evaluation results for images containing
objects with diameters 128 and 64 are separately
shown in Fig. 3, (b) and (c). In these two figures, the
vertical axis presents the Accuracy Ratio ( AR), which
is the ratio of RUMA , obtained with various settings
of VWHR to RUMA , obtained with the exact setting
of VWHR. Here ‘‘exact setting’’ means that the
value of VWHR is set equal to the SDN of images.
When VR = 1, we have AR = 1. The bigger the AR
values, the worse are the segmentation results (re-
garding to the feature used).
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Fig. 3. Evaluation results of the SMG algorithm. (a) Segmented images containing object #8: SNR = 16 (first row) and SNR = 1 (second
row); (b) Evaluation results (object #8); (c) Evaluation results (object #5).

In Fig. 3(a), the object contours become more
regular as the VR increases and it shows more details
as the VR decreases. The difference is more evident
if one looks at the second row. Moreover, the seg-
mentation results become worse if we look at images
top down. This is no surprising as SDN gets bigger
along this direction. Now let us analyze Fig. 3, (b)
and (c). First, some similarities exist. When VR # 1,
most AR values are quite bigger than 1. Note for
VR > 1, the algorithm tends to under-segment im-
ages, while for VR, the algorithm tends toover-seg-
ment images and faces the problem of excessive
computation cost. The valley in the middle of these
curves indicates that both VR > 1 and VR settings
affect the performance of the algorithm. With VR =

0.5, as most object and background regions have
been merged, very large AR values are produced in
consequence. The two figures have also some differ-
ent points. A noticeable one is that in Fig. 3(b), only
for the images with SNR =4 and SNR =1, the AR
values corresponding to VR =0.5 attain the maxi-
mum, while in Fig. 3(c), the maximum is also for the
images with SNR = 16. This difference implies that
the consequence of incorrect VWHR setting is more
serious with small objects. In other words, the cor-
rect setting of VWHR is more important for segment-
ing images containing smaller objects.

This investigation shows that it is important to get
VR around 1 to obtain good segmentation results.
Other values of VR often produce reduced quality of
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segmented images, especially with lower SNR im-
ages. To a certain extent, using smaller VR values
can provide slightly better results, but one takes the
risk of getting more zig-zag and irregular object
boundary (see Fig. 3(a)) and pays a lot of extra
computations. The computing time for VR = 0.75 is
about 10 times as for VR = 1 in our experiments. In
conclusion, for a proper segmentation with the SMG
algorithm,a critical task is to set the parameter VWHR
appropriately. For this reason, an accurate estimation
of the noise level from images might be essential for
the proper operation of this algorithm.

4. Segmentation comparison

Now we proceed to the comparison of algorithms.
We will first give a short description of the CEBC,
IHCA and T-B algorithms, and then make the com-
parison of all algorithms mentioned is Section 2 with
the aid of the synthetic image subset Size and by
using RUMA, as the performance judge parameter.

4.1. Specification and implementation of algorithms

The CEBC algorithm starts with detecting bound-
ary edges using Canny operator (Canny, 1986). The
Canny operator is a popularly employed edge detec-
tor that attempts to provide well located and thinned
edge. In most cases, the detected edges are well
located for our experiments. With noisy images,
however, a closed edge boundary even for simple
circular objects can not be guaranteed. In order to
extract objects from images some further processes
are needed to produce a closed boundary. The fol-
lowing simple morphology operations are used to
keep the whole procedure quasi-parallel. After edge
detection, all detected edge elements are first dilated
two times to attempt to fill the gaps along the
boundary, and then a skeleton process is performed
on the dilated image. The largest component is se-
lected from the skeleton image and is taken as the
object boundary. By filling the inner region of this

boundary, we obtain the required object. In our
experience, this procedure can work well with im-
ages of SNR =64 and SNR = 16. For images with
even lower SNR, the edges detected by Canny opera-
tor are quite fragmented and dispersed. It is hard to
find a closed boundary from such a result without
more a priori knowledge.

The IHCA algorithm is an automatic thresholding
technique with no free parameter. It searches the
concavities of the gray level histogram of images to
find good candidates for threshold values (Rosenfeld
and Torre, 1983). It was initially proposed for 2-D
image segmentation and has been extended to seg-
ment 3-D images with some improvements (Zhang et
al., 1990). In a comparative study of five threshold-
ing techniques made recently (Zhang and Gerbrands,
1992b) the IHCA algorithm has shown to be rela-
tively suitable to segment images containing objects
of different sizes. Its performance is more consistent
than others with the variation of object size.

The implementations of the DPCS and SMG algo-
rithms are just as those described in their evaluation.
In this comparison, the parameters of SMG are all
set in accordance with the test images (in particular,
VR = 1). Such a setting in some senses should pro-
vide the best possible performance of this algorithm.
This is also true for the DPCS algorithm as the ROI
is determined by using the a priori knowledge about
object size and location in images. Besides, a sam-
pling rate that is high enough to prevent the problem
discussed in Section 3.1 is used. From this point of
view, the IHCA algorithm is in a sense anticipated
by the DPCS and SMG algorithms, since similar
information is hard to be incorporated into that algo-
rithm even all characteristics of images are in hand.
For a better comparative study, the best results that
could be obtained by thresholding techniques are
included under the name of T-B algorithm (as men-
tioned in Section 2.1). The T-B algorithm just uses
all possible threshold values to segment images and
takes the best results obtained according to the per-
formance assessing criteria. This algorithm thus
shows the best possible performance of all global

Fig. 4. Comparison results of the five different algorithms. (a) Segmented images containing object #8 (first row) and object #1 (second
row); (b) Comparison results (SNR = 64); (c) Comparison results (SNR = 16); (d) Comparison results (SNR = 4); (e) Comparison results

(SNR =1).



Y.J. Zhang / Pattern Recognition Letters 18 (1997) 963974

18

oo
Vel

8.1
%
-©- cmme == pPCS - e
B~ sm R = ]
B.Bl 1 13 1 1 1 1
[ 38 "2 | =) [ 2] 25 %6 [ 14 se
(B)
188
18
S
8N
l.utt\
AY
3
a.1 b
-« prcs - a5 sMe - 1-
8.081 L . ) L | L
1 82 =] 4 s %6 14 %8

D)

971
108
N
-©- cxBC -~ prcS A Hea
- sme “#- 1B
8.91 L . ' . 1
(33 .2 *3 [ 2% 5 6 %7 ]
©
188
a:
<
18
A /g\
1 \9\;
o
\—*\11
8.1
B prcs - sne ¥ 1-8
a -81 1 1 1 A 1
t 31 2 23 #®4 s 86 14 8



972 Y.J. Zhang / Pattern Recognition Letters 18 (1997) 963-974

thresholding algorithms because these algorithms are
mainly different one from another by the methods
for selecting an appropriate threshold value. Besides,
the T-B algorithm can serve as a reference of limita-
tion in the development of threshold selection meth-
ods. By comparing the performance of a thresholding
algorithm with that of the T-B algorithm, we can
know if this algorithm can be further improved or
not.

The type, amount and manner of a priori knowl-
edge incorporated into segmentation algorithms can
greatly affect their performance (Zhang and Ger-
brands, 1991). Although with synthetic images much
a priori knowledge is available, the less such a priori
knowledge was used, the more the algorithm’s prop-
erties would be revealed from the performance study.
On the other hand, it is desirable to use some similar
a priori knowledge for all procedures in the compari-
son. In this study, the a priori knowledge that the
object size is bigger than that of noise cluster is used.
For example, the largest component in images is
selected as the object with the SMG algorithm. For
the T-B and IHCA algorithms, similar information
has been used since after thresholding the biggest
labeled region is selected. While for the CEBC and
DPCS algorithms, such information is only implicitly
used in the search of boundary.

4.2. Experimental results and discussions

The above five algorithms have been applied
separately to segment the test images. Several seg-
mented images obtained with these algorithms are
shown in Fig. 4(a) as examples. The quantitative
results of comparison are presented in Fig. 4, (b)—(e).
In these figures, the horizontal axis is for the object
label corresponding to object size, while the vertical
axis is for RUMA, with logarithm scale. Since the
CEBC algorithm has not been applied to images with
SNR=4 and SNR=1, only in Fig. 4(b) and Fig.
4(c) its curves are presented. The IHCA algorithm
does not provide acceptable results for images with
SNR = 1, its curve has been omitted from Fig. 4(e).

The following observations and discussions can
be made from Fig. 4:

(1) First let us look at Fig. 4(a). The five columns
of images, from left to right, are images segmented
with the CEBC, DPCS, THCA, SMG and T-B algo-

rithms, respectively. The object diameters in the first
and second rows are 128 and 20, respectively. The
difference among the segmented images in the sec-
ond row is more visible than in the first row. How-
ever, the qualities of these images are not easy to be
ranked visually. An objective assessment based on
quantitative criteria is necessary to precisely judge
these results.

(2) Now look at Fig. 4, (b)—(e). Due to the
random nature of noise, some curves are not very
smooth. Their trend of dropping with the increase of
object size, however, is obvious. It shows that all
algorithms perform better for images containing big-
ger objects than for images containing smaller ob-
jects. This confirms the statement that segmenting
smaller objects is more difficult than segmenting
bigger objects (Zhang and Gerbrands, 1992b). Such
a difficulty is algorithm dependent, which has been
manifested by the different inclinations of the curves
corresponding to different algorithms.

(3) When the SNR level of images is higher, the
CEBC algorithm shows some comparable perfor-
mance with other algorithms. This was a little unex-
pected, but in retrospect, hardly surprising. With
images having relatively higher SNR, the edge based
methods should have the advantage to accurately
locate the object boundary. Another good point of
the CEBC algorithm is its parallelism which permits
a fast implementation.

(4) The general performance ranking of the DPCS
algorithm over the whole SNR range, especially with
relatively lower SNR levels (see Fig. 4, (d) and (e)),
is quite attractive. The DPCS algorithm is relatively
robust in the presence of noise (Gerbrands, 1988).
On the other side, the DPCS curves are more oblique
than other curves in these figures. This is because its
performance is more heavily affected by the change
of object sizes in images.

(5) The IHCA algorithm performs worse than
other algorithms for almost all test images, especially
for images containing smaller objects. This is not
very surprising. Histograms obtained from images
with lower size ratio of object to background would
be relatively flat. Searching the concavity in such
histograms should be quite difficult. With the de-
crease of SNR level (till SNR=4), however, the
performance of IHCA becomes increasingly compa-
rable with other algorithms as its curves become
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closer and closer to other ones. This fact implies that
the performance of THCA deteriorates more slowly
than other algorithms with the change of object sizes
in images.

(6) For images containing smaller objects, the
SMG algorithm ranks higher than the DPCS algo-
rithm when the SNR level of images is higher (see
Fig. 4, (b) and (¢)). Its performance quickly declines
as the SNR of images decreases and becomes worse
than that of DPCS (see Fig. 4, (d) and (e)). In
considering the performance robustness against the
influence of noise, the SMG algorithm is worse than
the DPCS algorithm though noise has an effect on
both of them. In considering the performance consis-
tency with the change of object sizes in images,
however, the SMG algorithm is better than the DPCS
algorithm.

(7) Finally, one can note from all these figures
that the algorithm T-B shows the best performance
among the five algorithms. This was somewhat un-
expected and is quite interesting. It was a common
belief that due to the parallel nature of thresholding
processes, the performance of threshold selection
algorithms is limited. In other words, if the image is
severely contaminated by noise the thresholding
techniques would give poor segmentation results.
Here the experimental results provide some surpris-
ing pictures. If an appropriate threshold value can be
obtained, the thresholding technique can still be very
powerful even for segmenting images of wide SNR
range. It seems that the relatively poorer perfor-
mance of thresholding techniques (e.g., the THCA
algorithm in this study) with noisy images is mainly
due to the inappropriate determination of threshold
values.

5. Concluding remarks

An evaluation and comparison study of some
typical segmentation algorithms from different groups
is made with the aims of improving the performance
of segmentation. Three particularities of this study
are: (1) both segmentation evaluation and segmenta-
tion comparison are performed which revealed the
behavior, advantages and limitations of these algo-
rithms; (2) different types of algorithms are treated,
which shows the generality of the approach; (3)

carefully designed synthetic images are used for test
experiments, so different image contents and imag-
ing conditions can be studied. Though other algo-
rithm classification schemes exist, the methodology
presented in this study would be valid for treating all
segmentation algorithms as no parameter of algo-
rithms is required in evaluation and no restriction on
the types of algorithms is imposed in comparison.

More than 1000 different segmentation algorithms
have been proposed in the literature (Zhang and
Gerbrands, 1994). Their evaluation and comparison
would be a challenge research subject in segmenta-
tion. The most important is a standard procedure to
combine the results of each new study with that of
one made already. In this manner, a large number of
algorithms can be studied and the results will be
comparable. The procedure used in this study can
fulfill these conditions. The compariscn results can
be directly connected to the results made from other
studies using the same test images and the same
performance criteria, for example, the comparison of
different thresholding algorithms presented in (Zhang
and Gerbrands, 1992b).

Practically, this study also provides some useful
guidelines for the better use of these examined algo-
rithms. For example, the evaluation results show
how to avoid geometrical problem for segmenting
elongated objects with the DPCS algorithm and indi-
cate why should one put more attention on the
appropriate setting of the parameter VWHR in the
SMG algorithm. More generally, this study can be
useful also for refining and improving other related
segmentation algorithms.

Finally, there are some interesting findings from
this study. For example, the best results are obtained
by using the T-B algorithm and the performance of
the IHCA algorithm is relatively inferior comparing
with other algorithms. It appears that improving the
threshold selection methods should be given more
attention and would also be a promising research
direction for developing new powerful segmentation
techniques.
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