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The 2nd FutureDial challenge (Futuredial-RAG)
» Conversational Datasets are extremely important

Semi-supervised

for developing dialog systems. and Reinforcement

» Retrieval Augmented Generation (RAG) helps to

import knowledge and reduce hallucination.

Learning

i N

MobileCS1

100,000+ dialogues with entities,
attribute triples and intents

» The first human-to-human real-life customer . |

service dialog datasets featuring retrieval

augmented generation.

Challenge Dataset

MobileCS2 overview:

v'Contains 2751 carefully annotated real-life China mobile customer service
dialogs

v'Remove the sensitive personal information and translated into English

v'Restructure the annotation to build the user, FAQ, and product database
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"user”: "Manual”,

"system”: "Seasons change, but our affection for you never does. Meeting you is the best moment! Hello, what can
I assist you with? Just let me know!",
Ilaji_ql-‘er\'}rll: H Fi
“apl_result™: "
bs
i
L
"user”: "I have claimed a monthly card from Bilibili, where can I redeem it?",
"system”: "Hello, please wait a moment, I will check for you. Bilibili Anytime Watch Membership. Dear, the
message for claiming has been sent to you. You can claim according to the message prompt.”
“apl query”: "search for user information®,
“apl_result”: "Business Name: Y\"Bilibili Casual Viewing Membership, Busliness Detalls: $19.9 RMB/month, includes

15G8 domestic (excluding Hong Kong, Macao, and Taiwan) Bilibili targeted data. After users subscribe, they can
claim a Bilibili benefit each month on the unified online page.\™"

}J
{

‘user ! Correct.’
“system”: "Dear, once you claim this, it will automatically go under this phone number. When you log in to B
site, you can use this phone number as your account. Dear, do you have any other gquestionsr,
"api_query”: ""
“apl_result": ""
}
¥
“local kb": |
"Business Name: “"Bilibili Casual Viewling Membership, Business Details: $19.9 RMB/month, includes 15GB domestic
(excluding Hong Kong, Macao, and Taiwan) Bilibili targeted data. After users subscribe, they can claim a Bilibili
benefit each month on the unified online page.\""
|
Fig. 2. Anexample of annotated dialogs.

Table 1. Staustics of the MobileCS2 dataset.

Tramn Dev Test Total

Dialogs 1926 412 413 27351

Turns 16120 3246 3240 22606
Knowledge-retrieval-needed 4314 ROS B17 3939

Two challenge tracks based on the challenge dataset:

»Trackl: Information retrieval based on knowledge bases and dialog context

» Track2: Dialog systems with retrieval augmented generation

Annotation details:

»Each turn, the api_query and the corresponding api-result are annotated.
» Ap1 query to KB: Search for user information—user KB, [QA]—-FAQ KB,
Search for products information—product KB
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» Traditional dialog datasets use wizard-of-o0z
simulation like MultiWOZ.

» The MobileCS2 dataset 1s annotated from real-

life customer service dialogs.

Retrieval

Augmented

Generation

MobileCS2

6,000+ dialogues with external
knowledge sources and tools

A

» Our dataset contains ground-truth knowledge

Main_class api_query Description

QA [QA] Consult the FAQ manual, which includes a collection of commonly
asked questions such as recent promotional packages and general

business regulations.

NULL Based on the contextual information, customer service personnel can

successfully complete the conversatnon without the need for addi-
tonal inguines.

Search for products information | Inquire about the current business information of the mobile com-

API-Ingquiry pany, such as specific packages, data plans, etc.

Search for user information Inquire about the services that the user currently possesses, including

the current package, current monthly fee, and current data usage.

Search for other information Inquire about other key information used to complete the dialog. For
example, inquinng about text messages regarding excessive data us-
age alerts sent by the mobile company in the historical trajectory,

querying the address of the business hall, etc.

API-Cancel Cancel business Revoke a certain service currently possessed by the user.

API-Handle

Handle business Process a new service for the user.

API-Venfication | Verify identity Send verification codes, passwords, or other related customer service

verification operations to the user.

2RRR

annotation, while other RAG-related datasets
(like Wizard of Wikipedia) do not.

Fig. 1. Overview of the FutureDial-RAG Challenge: Dhialog
Systems with Retrieval Augmented Generation.
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Fig. 3. Overview of our baseline systems: (a) the retrieval
model, (b) the generation model.

Evaluation Results

Pretrained models: retriever (BGE) ;generator (GPT2-chinese)

Metrics for retriever:
recall@1, recall@s, recall@20, score = recall@l + recall@s + recall@20

Table 3. Baseline results for the retrieval task (Track1).

recall@] recall@5 recall @ 2() Score
0.225 0.387 0.573 1.185

Metrics for generator:
»BLEU-4: 4-gram overlap between real responses and generated responses

»BERTScore: semantic similarity between real responses and generated
responses

» Inform: how often generated responses cover the requested information
by the user

»Score = 0.5 * (BLEU/100 + BERT Score) + Inform

Table 4. Baseline results for the response generation task

(Track?2).
BLEU-4 BERT Score Inform Score
14.54 0.639 0.092 0.484

Analysis of the baseline results:
» Retrieval: the retrieval task is difficult as the recall@20 is low

» Generation: the low inform result is possibly because the low
recall@1; building a RAG system 1s difficult as the Score 1s low

Conclusion

» We present the FutureDial-RAG challenge to promote the
study of RAG for dialog systems

» We build the MobileCS2 dataset, a real-life customer service

datasets with nearly 3000 high-quality annotated dialogs.
» We build a baseline and design evaluation metrics. The

baseline results show that MobileCS2 1s challenging.
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