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Motivation

MobileCS2 overview: 

✓Contains 2751 carefully annotated real-life China mobile customer service 

dialogs

✓Remove the sensitive personal information and translated into English

✓Restructure the annotation to build the user, FAQ, and product database

Challenge Dataset Baseline

Annotation details:

➢Each turn, the api_query and the corresponding api-result are annotated.

➢Api_query to KB: Search for user information→user KB, [QA]→FAQ KB, 

Search for products information→product KB 
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Conclusion

The 2nd FutureDial challenge (Futuredial-RAG) 

➢ Conversational Datasets are extremely important 

for developing dialog systems.

➢ Retrieval Augmented Generation (RAG) helps to 

import knowledge and reduce hallucination.

➢ The first human-to-human real-life customer 

service dialog datasets featuring retrieval 

augmented generation.

Approach: 

• Get the retrieval probability of 

each knowledge piece 𝑧𝑖 in the 

𝐾𝐵𝑋:

• Train the retriever with loss 

(𝑍+ is the annotated api-result):

• Train the generator to 

maximize the auto-regressive 

generation probability:

➢ Traditional dialog datasets use wizard-of-oz 

simulation like MultiWOZ.

➢ The MobileCS2 dataset is annotated from real-

life customer service dialogs.

➢ Our dataset contains ground-truth knowledge 

annotation, while other RAG-related datasets 

(like Wizard of Wikipedia) do not.

Setting: 

• Dialog X with T turns:

• Knowledge base KB contains 3 parts:

• Context 𝑐𝑡 ≜

Pretrained models:  retriever (BGE) ;generator (GPT2-chinese) 

Metrics for retriever:

recall@1, recall@5, recall@20, score =  recall@1 + recall@5 + recall@20
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Two challenge tracks based on the challenge dataset:

➢Track1: Information retrieval based on knowledge bases and dialog context

➢Track2: Dialog systems with retrieval augmented generation

where ℎ𝑡 is the retrieved 
knowledge and 𝑦𝑙 the 𝑙-th 
token of 𝑟𝑡

Metrics for generator:

➢BLEU-4: 4-gram overlap between real responses and generated responses

➢BERTScore: semantic similarity between real responses and generated 

responses

➢Inform: how often generated responses cover the requested information 

by the user

➢Score = 0.5 ∗ (BLEU/100 + BERT Score) + Inform

Analysis of the baseline results:

➢ Retrieval:  the retrieval task is difficult as the recall@20 is low

➢ Generation:  the low inform result is possibly because the low 

recall@1; building a RAG system is difficult as the Score is low 

➢ We present the FutureDial-RAG challenge to promote the 

study of RAG for dialog systems

➢  We build the MobileCS2 dataset, a real-life customer service 

datasets with nearly 3000 high-quality annotated dialogs. 

➢ We build a baseline and design evaluation metrics. The 

baseline results show that MobileCS2 is challenging.
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