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Motivation

➢ Holistic Modeling via Energy Function: Treats candidate retrieval 

results (combinations of knowledge pieces) as a whole, calculating 

relevance scores through an energy function 𝑈𝜃(𝑐𝑡 , 𝑢𝑡 , 𝜉𝑡) to model  

inter-piece dependencies directly.

➢ Residual Energy Design: Constructs a residual form 𝑝𝜃
ret ∝ 𝑝ref ⋅

exp(−𝑈𝜃) based on traditional retrieval distribution 𝑝ref, reducing 

training difficulty.

➢ Semi-supervised Adaptability: Enables retrieval probability 

calculation without accessing the full KB, suitable for pseudo-label 

filtering in unlabeled data.

Key Innovation Experiment Set up
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Conclusion

➢ Traditional retrievers assume conditional independence of 

knowledge pieces, ignoring inter-dependencies. This leads to 

redundant retrievals or missing critical information (e.g., 

price-flow package constraints) .

➢ In unlabeled data, the knowledge base (KB) is unavailable, 

making traditional methods unable to accurately compute 

retrieval probabilities, thus limiting semi-supervised dialog 

system performance .

Datasets: 4 TOD Datasets with 

Extensive Knowledge Interaction

➢ MobileCS (Chinese)

➢ CamRest (English)

➢ In-Car (English)

➢ Woz2.1 (English)

Results for knowledge retrieval task:

➢ Contributions:

➢ Apply energy-based language model to retrieval, modeling 

candidate retrieval results holistically

➢ Extensive experiments demonstrate the efficacy of the 

energy-based retrieval model,  and its potential in improving 

semi-supervised dialog system

➢ Limitations: BERT-based retriever can be substituted by LLM

Method

Energy Function Architecture:

➢ Inputs: Dialog context ct + user query 

ut + knowledge piece combination ξt.

𝑥 ≜  𝑐𝑡 ⊕ 𝑢𝑡 ⊕ 𝜉𝑡

➢ Architecture: BERT bidirectional 

encoding + linear layer output

𝑈𝜃 𝑐𝑡 , 𝑢𝑡 , 𝜉𝑡

= −Linear(෍

𝑖=1

𝑥

enc𝜃 𝑥 [𝑖])

Training Methods:

➢ Target: Maximum Likelihood Estimation: 

 

➢ Sampling Methods

➢ Importance Sampling (IS)

➢ Metropolis Independence Sampling (MIS)

Retrieval Pipeline:

➢ Retrieval Inference Flow: Viterbi algorithm, to generation 𝐾 

candidates from the 2𝑁 choices

➢ Semi-supervised Application

Weights for unlabeled data:

Allowing for scoring pseudo knowledge without KB

Baselines: 

➢ Retrieval: Dual-encoder (DPR), 

Cross-encoder

➢ Semi-supervised dialog system: 

JSA-KRTOD

Evaluation metrics: 

➢ retrieval: Joint-acc / 

Inform / F1 

➢ dialog: Success / 

BLEU (dialog)

DPR

Experiment Main Results

Comparison over the MobileCS 

dataset for different semi-

supervision methods (pseudo 

labeling (PL) and JSA)

Semi-supervised response 

generation results on the MobileCS 

dataset
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Ablation Results

Residual Structure: Joint-acc 

improved by 4.5%, significantly 

enhancing stability

Candidate number K: K=16 

balances performance and 

computation


	幻灯片 1

